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Abstract— This paper investigates the utility of linguistic feature for detecting the sentiments of review messages. We take a supervised 

approach to the problem and 50,000 movie reviews for building our training data. We investigate an efficient method to build a strong model for 

extracting the features that contain sentimental information. 
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I.  INTRODUCTION 

Sentiment analysis is becoming one of the most profound 

research areas for prediction and classification. Automated 

sentiment analysis of text is used in fields where products and 

services are reviewed by customers and critics. Thus, 

sentiment analysis becomes important for businesses to draw a 

general opinion about their products and services. Our analysis 

can help concerned organizations to find opinions of people 

about any product from their reviews, if it is positive or 

negative. One can in turn formulate a public opinion about a 

product. 

Our goal is to calculate the polarity of sentences that we 

extract from the text of reviews. We will experiment to model 

sentiment from reviews and try to find an efficient and reliable 

method to categorize according to its polarity “positive or 

negative”. 

 

II. LITERATURE REVIEW AND PROBLEM IN SENTIMENT 

ANALYSIS 

The informal and specialized language used in Reviewing 

products, as well as the very nature of the microblogging 

domain make Review sentiment analysis a very different 

task(e.g.,( Kouloumpis, E., Wilson, T., Moore, J., 2011))[4]. 

It‟s an open question how well the features and techniques 

used on more well-formed data will transfer to the 

microblogging domain. Sentiment analysis is a growing area 

of Natural Language Processing with research ranging from 

document level classification  to learning the polarity of words 

and phrases (e.g., (Hatzivassiloglou and McKeown 1997; 

Esuli and Sebastiani 2006)).Given the text data, classifying the 

sentiment of text messages is most similar to sentence-level 

sentiment analysis (e.g., (Yu and Hatzivassiloglou 2003; Kim 

and Hovy 2004))[3]. 

Several researchers rely on emoticons for defining their 

training data (Pak and Paroubek 2010; Bifet and Frank 2010). 

Exploit movie review for collecting training data (A. L. Maas, 

R. E. Daly, P. T. Pham, D. Huang, A.Y. Ng, and C. Potts. 

Learning Word Vectors for Sentiment Analysis. In the 

proceedings of the 49th Annual Meeting of the Association for 

Computational Linguistics: Human Language Technologies, 

pages 142–150, Portland, Oregon, USA, June 2011. 

Association for Computational Linguistics) [1]. And also use 

hashtags for creating training data (Davidov, Tsur, and 

Rappoport 2010), we experiment to find an efficient way of 

using supervised learning for 2-way sentiment classification. 

The calculation to find the polarity of text review can be 

difficult and tricky because of the ambiguous nature of text. 

Consider a sentence “the movie interstellar was visually a treat 

but the story line was terrible”. Now one can clearly see how 

categorizing this sentence as negative, positive or neutral can 

be difficult. The phrases “visually a treat” and “story line was 

terrible” can be considered positive and negative respectively 

but the degree of their „positiveness‟ and „negativeness‟ is 

somewhat ambiguous. We use a score for common positive 

and negative words and use this score to calculate the overall 

sentiment of a sentence. 

 

III.  PROPOSED WORK  

A. Data used during Expriment 

We use the large dataset of movie reviews from the Internet 

Movie Database (IMDb) that has been collected by Maas et 

al. (A. L. Maas, R. E. Daly, P. T. Pham, D. Huang, A.Y. Ng, 

and C. Potts. Learning Word Vectors for Sentiment Analysis. 

In the proceedings of the 49th Annual Meeting of the 

Association for Computational Linguistics: Human Language 

Technologies, pages 142–150, 

Portland, Oregon, USA, June 2011. Association for 

Computational Linguistics)[1]. The movie review dataset 

consists of 50,000 polar movie reviews that are labelled as 

either positive or negative; here, positive means that a movie 

was rated with more than six stars on IMDb, and negative 

means that a movie was rated with fewer than five stars on 

IMDb.  A compressed archive of the movie review dataset 

(84.1 MB) can be downloaded from 
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“http://ai.stanford.edu/~amaas/data/sentiment/” as a gzip-

compressed tarball archive[5]. 

B. Data Preprocessing 

Data preprocessing consist of three steps:  

1) Data Cleaning 

2) Tokenization 

2) Normalization 

 

     The text Data we downloaded contains HTML markup as 

well as punctuation and other non-letter characters. While 

HTML markup does not contain much useful semantics, 

punctuation marks can represent useful, additional information 

in certain NLP contexts. We remove all punctuation marks but 

only keep emoticon characters such as ":)" since  those  are  

certainly  useful  for sentiment analysis. To accomplish the 

data cleaning task, we will use Python's regular expression 

(regex) library, re. 

>>> import re 

>>> def preprocessor(text): 

...           text = re.sub('<[^>]*>', '', text) 

...           emoticons = re.findall('(?::|;|=)(?:-)?(?:\)|\(|D|P)', text) 

...           text = re.sub('[\W]+', ' ', text.lower()) + \ 

'.join(emoticons).replace('-', '') 

...           return text 

For tokenization we used the process of word stemming 

which is the process of transforming a word into its root form 

that allows us to map related words to the same stem. The 

original stemming algorithm was developed by Martin F. 

Porter in 1979 and is hence known as the Porter stemmer 

algorithm[5]. The Natural Language Toolkit for Python 

implements the Porter stemming algorithm. Using 

PorterStemmer  from the nltk package , we tokenize our data 

to reduce words to their root form, like the word running 

stemmed to its root form run, we use this tokenizer just to 

reduce no of tokens we also remove all the stop words like  is 

,and ,has and the removing these token will be good for our 

normalization as these word have nothing to do with the 

sentiment of review. 

 

IV. IMPLEMENTATION OF PROPOSED WORK 

Our goal for these experiments is two-fold. First, we want 

to evaluate whether our training data with labels derived from 

movie review is useful for training sentiment classifiers. 

Second, we want to evaluate the effectiveness of our model in 

order to deploy it in bigger projects. 

A. Training a Logistic Regression Model 

The goal of logistic regression is to find the best fitting (yet 
biologically reasonable) model to describe the relationship 
between the dichotomous characteristic of interest (dependent 
variable = response or outcome variable) and a set of 
independent (predictor or explanatory) variables. Logistic 
regression generates the coefficients (and its standard errors 
and significance levels) of a formula to predict a logit 
transformation of the probability of presence of the 
characteristic of interest. 

 
Figure 1.  Logistic regression 

We train a logistic regression model to classify the movie 

reviews into positive and negative reviews. First, we divide the 

DataFrame of cleaned text documents into 25,000 documents 

for training and 25,000 documents for testing. 

After training the logistic regression model using sklearn 

gried search we obtain the testing accuracy of about 0.899 

means we were able to categorize reviews with the accuracy of 

about 90 percent but the problem of using the Grid Search is 

that it could be computationally very expensive to construct 

the feature vector for 50000 review data. It takes about 40 

minutes to complete on a standard computer, the model is 

useful but not efficient for real world application. 

B.  Using Stochastic Gradient Descent  

Stochastic gradient descent (often shortened to SGD), also 

known as incremental gradient descent, is a stochastic 

approximation of the gradient descent optimization and 

iterative method for minimizing an objective function that is 

written as a sum of differentiable functions. In other words, 

SGD tries to find minima or maxima by iteration. 

It is an optimization algorithm that updates the model's 

weights using one sample at a time. we make use of the 

partial_fit function of the SGDClassifier in scikit-learn to 

stream the documents directly from our local drive and train a 

logistic regression model using small minibatches of 

documents. 

 

 
Figure 2.  Accuracy testing 

 
As we can see, the accuracy of the model is 87 percent, 

slightly below the accuracy that we achieved in the previous 

section using the grid search for hyper parameter tuning. 

However, SGDClassifier is very memory-efficient and took 

less than a minute about 37 sec to complete. 
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V. CONCLUSION 

Our experiments on review sentiment analysis shows that 

using logistic regression may not be very efficient for analysis 

of large amount of data however model give a good result in 

our prediction but SGD model is more efficient because of its 

iterative nature. Persisting the emotions icons in our token 

proved to be useful in finding sentiment of sentence. In our 

future investigation we are planning to see the effects of deep 

learning technique in order to find sentiments of text data.   
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