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Abstract— Of late, there is a steep rise in the usage of handheld gadgets and high speed applications. VLSI designers often choose static CMOS 

logic style for low power applications. This logic style provides low power dissipation and is free from signal noise integrity issues. However, 

designs based on this logic style often are slow and cannot be used in high performance circuits. On the other hand designs based on Domino 

logic style yield high performance and occupy less area. Yet, they have more power dissipation compared to their static CMOS counterparts. As 

a practice, designers during circuit synthesis, mix more than one logic style judiciously to obtain the advantages of each logic style. Carefully 

designing a mixed static Domino CMOS circuit can tap the advantages of both static and Domino logic styles overcoming their own short 

comings. 
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I.  INTRODUCTION  

All Of late, there is a steep rise in the usage of battery 

operated handheld gadgets. The demands for devices operating 

at low power and high speed are ever growing. With custom 

made chips coming into focus, designers are trying to realize 

much functionality on a single chip. In fact, designers are now 

pushing billions of transistors on a single chip to realize a wide 

variety of applications. These increases the density of the chip 

and further give rise to problems like thermal variations, 

process variations, packaging, cooling issues etc. Architectural 

level methods for reducing power dissipation often try to scale 

supply voltages, operate various modules of a chip at different 

supply voltages etc. Transistor level methods focus on 

reducing the threshold limits, scaling down the device size etc. 

At present designers are also focusing on methods that work at 

logic level by obtaining novel styles that will reduce power 

dissipation and improve performance of the circuit. This paper 

is related to logic level synthesis of VLSI CMOS circuits. 

II. LITERATURE SURVEY  

A number of works exist in the literature on decomposing a 

Boolean function with respect to various criteria [1-14]. In the 

following we present some key work related to unite 

decomposition of Boolean functions.  

The approach of bubble pushing algorithm is well known 

for realizing unate networks. Prasad et al. in his work [15] 

follow the bubble pushing method in order to convert a given 

arbitrary Boolean circuit into a positive unate circuit. This 

approach is a generalized version of De Morgan’s laws.         

In this approach, the traversal of the circuit is done from 

output nodes to input nodes. During the traversal, the approach 

tries to make every node it encounters into an unate node. 

Each input of a node is considered for determining its 

unateness. If a node is binate with respect to a variable, a 

corresponding new variable is created, which is the 

complement of the original variable. The new variable is 

substituted in place of the old, making the node unate. Such an 

unate circuit will have some internal nodes which are 

complement of some other internal nodes and some primary 

inputs which are complement of some other primary inputs. 

This information is used further in don’t care optimization 

step. The relationship between the primary input and its 

complement is characterized interms of satisfiability don’t 

cares (SDCs). SDCs are set of outputs of a node whose 

corresponding input vectors may never occur at the input of 

the node [16]. These falls in the category of internal don’t care 

set. Such SDC relationships act as don’t cares for each output 

which helps in further simplification of the node. During this 

process some of the complements cannot be pushed to the 

primary outputs. This is because application of Demorgan’s 

laws will change the type of node and also its inputs. However 

those inputs may not be exclusively serving one particular 

node. Hence the inputs to other nodes get affected making the 

back propagation of complements troublesome. This situation 

is also termed as trapped inverter problem. The entire unate 

circuit can be realized using Domino logic and the trapped 

inverters must be realized using static logic. 
Samanta et al. [17] developed a two-level decomposition 

method for realizing a given circuit using pure unate logic. 
Their approach follows a drastically different method. It starts 
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with description of a Boolean function given in PLA format. 
The large scale circuits are partitioned into sub graphs, each 
having not more than 15-input variables. Hence partition is 
done, in order to carry out the unate decomposition efficiently. 
As this unite decomposition step is based on (min-term) 
canonical representation of Boolean functions, its complexity 
increases exponentially with the number of input variables. In 
the unite decomposition step, each sub-function is expressed in 
terms of only positive and negative unate functions, which 
directly maps to a two-level Domino or no-race (NORA) 
networks. However, direct realization of this two-level network 
leads to MOS networks with large number of series/parallel 
transistors in each cell. To overcome this problem, they 
performed a multilevel decomposition of each unate sub-
function. The multilevel decomposition step produces final net-
list of the synthesized network satisfying the length and width 
constraints required for realizing high-performance circuits. 

A binary decision diagram (BDD) based approach for 

decomposing incompletely specified Boolean functions into 

unate, binate sub blocks is presented by Jacob et al. in [18]. 

This approach aimed at improving the quality of circuit by 

restructuring the netlist. Various steps in the approach 

included cover minimization, phase assignment, selection of 

largest unate component etc. During the cover minimization 

process both the internal and external don’t cares are taken 

into consideration. The initial cube cover is processed as long 

as its cardinality reaches under certain limit. Simultaneously 

selection of a set of cubes is done, which when considered 

form an unate cover. Since, the initial cover is binate; 

extraction of such unate cube subsets is possible. While 

finding the largest unate subset a greedy computation is used. 

The cube subset which can be unate with the largest number of 

cubes in the cover is identified. The less number of literals a 

cube has, the more is the chance of being part of unate cube. 

Selection of the largest cubes is done based on zero suppressed 

binary decision diagram (ZBDD). This method took a cube 

cover and returns the cubes that have largest size. The whole 

extraction procedure is applied iteratively. It continues till the 

cover being processed reaches certain limit. The last block 

thus obtained during the iterative process may end up being 

binate. The cardinality of the last extracted component tends to 

be small compared to the rest of the obtained blocks. 

A candidate block based approach, which is a further 

refinement of bubble pushing algorithm for unate 

decomposition of Boolean function, is presented by Parmar et 

al. in [19]. This approach aimed to realize the static and 

Domino blocks of the decomposed Boolean function such that 

overall performance of the circuit can be improved. In the first 

part of their work, they considered the timing constraints that 

are to be observed by the Domino and static input signals. 

They have redefined the setup and hold constraints seeing 

from the perspective of both Domino and static gates. Both the 

signals coming from Domino gates and static gates, going to 

as input to Domino gate are kept under this purview. Setup 

constraints are framed in a way such that before the end of the 

evaluation cycle the correct outputs are to be evaluated. Also, 

it is taken into consideration that the data input is to be pre-

charged before beginning of the evaluation of the next cycle. 

Another constraint was framed that the signal must be held till 

the outputs are settled. For static input signals it is verified that 

the signal must be glitch free and the output must be available 

before the evaluation phase is started. 

After defining the timing constraints the work focused on 

balancing the path delays such that the inputs can arrive at 

same time. This is done by introducing additional pass 

transistor logic elements. The work followed the bubble 

pushing algorithm [15] to make the circuit unate. However, in 

order to address the trapped inverters that arise out of 

implementing the algorithm, they used a candidate block based 

approach. An AND2 gate cascaded with an inverter is 

considered as a candidate block. Other topologies having 

trapped inverters rechanged to this particular topology using 

De Morgan’s transformations. It is ensured that one of the 

input of the candidate block come from the static inverter of 

Domino gate while the other comes from the dynamic gate of 

the Domino gate. In this way, the trapped inverters are 

successfully pushed to the primary ports. Since the candidate 

blocks receive inputs from various sources the delay balancing 

elements are added accordingly such that the timing issue will 

not arise. The work also discussed steps which lead to further 

optimization of candidate blocks, if present consequently. 

However, such optimization is not possible in presence of an 

intermediary fanout. In Table.I, to summarize various unate 

decomposition process are discussed and present their key 

features. 

TABLE I.  UNATE DECOMOSITION OF BOOLEAN LOGIC 

Logic Method Decomposition 

Process 

Key Features 

Prasad et al. [15] Bubble pushing Don’t care 
optimization, 

De Morgan’s laws 

Samanta et al. [17] Two-level 

realization 

Positive, negative 

unate blocks, pure 
unate 

Jacob et al. [18] BDD and ZBDD Cover minimization, 

unate block extraction 

Parmar et al. [19] Trapped inverter 
elimination 

 

Identifying candidate 
blocks Defining timing 

constraints 

 

III. TRANDS OF TRANSISTOR ASPECT AND TECHNOLOGY 

There is a drastic increase in the on chip transistor density 

over the last decade. As per the prediction of Moore’s law, 

there will be an exponential growth in the number of 

transistors that can be realized on a single die with respect to 

time [20]. As the chip complexity is doubling every two years, 

the law remains strong [21].  

TABLE II.  TRENDS OF TRANSISTOR COUNT IN MICROPROCESSOR CHIPS 

Year of 

Introduction 

Transistor 

Count 

Name of the Processor 

1971-1980 
2300- 

50000 

4004, 8008, 

 MOS6502, RCA1802, 

 8080,6800, Z80, 8085, 
 6809, 8086 

1980-1990 
50000- 

1000000 

8088, 80186, 68000, 

 80286, 80386, 80486 

1990-2000 
1000000- 

50000000 

Pentium, AMD K5, Pentium -
II, AMD K6, AMD K6-III, 

AMD K7  

2000-2011 
50000000- 

2600000000 

Pentium-4, Batran, AMD K8, 

Cell, Core 2 Duo, Quard Core, 
16 core 

 SPARC T3 
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The trends in transistor count on microprocessor chip, over the 

past four decades are shown in Table.II [22]. The constant rise 

in the transistor count proves the aptness of Moore’s law.  
Case study of microprocessor reveals the steep rise in 

complexity and performance aspects [23]. From its origin 
during 1970s and till date the clock frequencies increased from 
0.1 MHz to 1 Gigahertz scale [24]. The transistor count to be 
mounted on chip started from a modest 2000, now crossing 
billion mark. In early days, each and every transistor is 
carefully placed and the design is manually optimized and 
fitted into the environment as is the case for Intel 4004 
microprocessor [16]. This is not feasible when millions of 
transistors are to be integrated, since time to market must be 
minimized for success of any such component [25]. This led to 
the evolution of number of design automation tools which 
handle various aspects of circuit design at a very 
large scale. 

Performance of the circuits can be improved by scaling of 

channel. Yet, it increases power-density more than expected 

[26],[23]. Higher levels of integration are often driven by the 

motive of cost minimization. However, low cost technological 

breakthroughs to keep improving power savings are getting 

very rare. Modern system-on-chip (SOC) demands for more 

power [27], [28].  

TABLE III.  TRENDS OF TECHNOLOGY AND FREQUENCY OF 

MIEROPROCESSOR CHIPS  

 

Year 

IC Process 

Technology 

(nm) 

Max. 

Frequency  

(GHZ) 

% of Req. 

Mfg. Soln’s 

not Known  

2001 130 1.5 0 

2003 100 2.2 0 

2005 80 3.1 0 

2007 65 4.5 10 

2009 50 4.8 30 

2011 40 5 50 

2013 34 6 100 

2015 25 7 100 

2017 20 10 100 

2019 18 14 100 

2021 17 16 100 

 

In both logic and memory, with decrease in device size, 

static power is growing really fast and so is dynamic power. 

The trends of the device size and clock frequency are shown in 

Table.III [29]. The percentage of the set of lithographic 

requirements, for which there were no known manufacturable 

solutions. These trends predict a drastic increase of power 

density inside the chips with a simultaneous increase in speed. 

Power dissipation is the main constraint when it comes to 

portability [30]. There is an increase in demand for more 

features and extended battery life at a lower cost. Each new 

process beginning with 120nm node, records higher dynamic 

and leakage current density with a minimum improvement in 

speed [31]. This requires high levels of silicon integration in 

advanced processes, but advanced processes have inherently 

higher leakage current [32]. So there is a need to focus on 

reducing the overall power dissipation by taking all the above 

facts into consideration. 

Power minimization and speed improvement approaches 

can be performed at various levels of digital design hierarchy. 

As an alternative for individualized approach, designers are 

developing circuits using a hierarchical fashion [33], [34] 

where automation can be easily introduced. This hierarchical 

approach in designing digital circuits has given an advantage 

compared to the analog circuits and helps in very large scale 

design. Various abstraction levels in the digital design flow are 

system level, module level, register transfer level (RTL), gate 

level and transistor level, respectively. As this go from system 

level to device level the amount of abstraction keep on 

decreasing [35]. Approaches like power down and partitioning 

address the power minimization problem at a system level. 

The later helps in executing the modules sequentially thus 

minimizing power. Exploiting the concept of regularity is done 

at algorithmic level, which significantly reduces the excess 

computations [36]. To save the clock cycle and restrict extra 

logic, the concepts of encoding data, pipelining and 

parallelism are often used [37]. These techniques improve the 

circuit performance at architecture level. At a circuit level, 

performance improvement is obtained by using different logic 

styles as per the requirement, approaches like clock gating, 

energy recovery etc. [38]. Methods like dual VT and threshold 

reduction are applicable to minimize power dissipation at 

technology level [35].  

TABLE IV.  APPROACHES AT VARIOUS HIERARCHICAL LEVELS  

S.No Hierarchical 

Level 

Approach 

1. System  Partitioning power down 

2. Algorithm  Complexity concurrency, regularity 

3. Architecture  Parallelism pipelining, redundancy, 

data encoding 

4. Circuit Logic Logic styles, energy recovery, 

transistor sizing 

5. Technology Threshold reduction, 

 multi-threshold devices  

 

A summary of various approaches valid for different 

abstraction levels is shown Table IV. This thesis primarily 

deals with the task of performance improvement at a logic 

level [39]. To focus on designing novel logic styles which 

would yield low power and high performance for circuits. The 

chose to work at logic level, because improvements at this 

level can be effectively clubbed with the gains that are 

obtained at other abstraction levels. 

IV. PERORMANCE OF DIFFERENT LOGIC STYLES  

A given logic function can be implemented using various 

logic styles. The emphasis on a particular logic style depends 

on the application in which the design is to be used. Handheld 

devices and battery operated systems aim for energy saving 

designs. High performance applications need designs that have 

faster switching speeds. In this paper, to briefly describe 

various logic styles that are used in circuit synthesis.  
A complementary CMOS logic style is a combination of a 

pull-up network (PUN) and pull-down network (PDN). All 
inputs to a gate are distributed to both PUN and PDN networks 
[40]. In principle, a transmission gate is made up of two field 
effect transistors, which is in contrast to the traditional discrete 
field effect transistors. Here, the substrate terminal (bulk) is 
connected internally to the source terminal [41]. The two 
transistors, an n-channel MOSFET and a p-channel MOSFET 
are connected in parallel with this and the drain and source 
terminals of the two transistors are connected together [28]. 
Their gate terminals are connected to each other via a NOT 
gate (inverter) to form the control terminal [42]. 
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In order to gain in terms of performance, designers often 

implement complementary pass transistor logic style. A 

complementary pass transistor logic (CPL) gate consists of 

two NMOS logic networks (one for each signal rail), two 

small pull-up PMOS transistors for swing restoration, and two 

output inverters for the complementary output signals [43]. 

Differential cascode voltage switch (DCVS) also has an 

inherent self-testing property which can provide coverage of 

both stuck-at and dynamic faults [1], [44]. A further attraction 

of DCVS circuits is the fact that they can be readily designed 

using straightforward procedures based on Karnaugh maps (K-

maps) and tabular methods [45]. The push-pull logic style 

(PPL) consists of two parts, a pass-transistor logic network for 

evaluating the logical function and a push-pull level restoring 

circuit [46].  A general Domino logic module consists of a pull 

down network (dynamic block) made of n-type transistors 

followed by a simple inverter [47]. A different style of 

cascading dynamic gates is presented in np-CMOS logic style 

which uses alternatively both NMOS and PMOS logic blocks 

[48]. 

TABLE V.  PERFORMANCE OF DIFFERENT LOGIC STYLES  

Logic style Power 

dissipation 

Delay Transistor 

count 

Robustness 

Rationed logic High High Medium Medium 

PTL Medium Medium Low Low 

Transmission 

gate Low Medium Medium 
High 

 

CPL High Low High Low 

Push pull 

logic High Medium High High 

Differential 

cascade 
voltage switch 

logic 

High Medium Very High High 

Dynamic logic 
Medium Low Low Low 

np CMOS High Low High Medium 

 

In Table V, we summarize the performance of different 

logic styles using some common parameters like power 

dissipation, delay, transistor count and robustness. Each 

parameter is classified into various categories namely low, 

medium, high and very high. These are a comparison against 

the performance of standard complementary CMOS logic. The 

concepts of rise time, fall time are introduced. These times are 

defined by the time gap between 10% and 90% points of the 

signal during transition. The rise and fall time of a signal are 

determined by the gate that is driving the signal and the load 

presented to it. 

V. STATIC CMOS LOGIC STYLE  

In this paper, the present in brief about a major logic style 

that is used in the low power design industry that is the 

complementary CMOS logic style. For the sake of 

convenience, we refer the complementary CMOS logic style 

as static CMOS style in the rest of the paper. 

Static CMOS logic style is often used for designing circuits 

where power dissipation is to be minimized. This is because, 

the logic style is simple to fabricate. Since it has both NMOS 

and PMOS along the rail to rail path this style offers good 

input/output decoupling. Due to the absence of clock signal 

the circuits designed with this style have less switching 

activity. Circuits with this logic style are robust in nature and 

have good noise margins. However, static CMOS logic is 

slower because it uses bulky PMOS transistors in its charging 

path [49], [50]. 

VI. DOMINO LOGIC STYLE  

  On the other hand, Domino logic style is widely used in 

custom circuit design, especially in high performance oriented 

circuits. In addition to the benefit with respect to speed, this 

logic style offers smaller area and ensures glitch free 

operations [47], [51]. This logic style runs 1.5 - 2 times faster 

than static CMOS logic because these gates present much 

lower input capacitance for the same output current and a 

lower switching threshold [52]. The Domino logic style, which 

has an additional inverter at the output, overcomes these 

problems of cascading and charge leakage issues which are 

common in dynamic CMOS logic [57]. Yet, there are 

difficulties in designing and verifying this class of circuits. 

Domino logic circuits can implement only non inverting logic 

[54]. Also, this logic style suffers from signal noise integrity 

issues. A mutual performance comparison of static CMOS and 

Domino logic style are presented in Table VI. 

TABLE VI.  PERFORMANCE OF STATIC VS. DOMINO LOGIC   

Logic 

style 

Power 

dissipation 

Delay Transistor 

count 

Robustness 

Static 

CMOS 
logic 

High Medium Low High 

Domino 

logic 
Medium Low Medium Medium 

VII. MIXED CMOS LOGIC STYLE  

Of late, to exploit advantages of more than one logic style, 

designers are using mixed logic style to synthesize digital 

circuits. Static CMOS logic has a clear advantage in terms of 

power and Domino logic has advantage in terms of speed and 

area. In order to claim the combined advantages of both logic, 

attempts have been made to judiciously mix both the logic 

styles and synthesize the circuits. Some approaches exist to 

decompose circuits into unate and binate components. Bubble 

pushing algorithm technique attempts to realize a complete 

unate circuit from a given arbitrary Boolean circuit [15]. This 

method focused on converting any given circuit into a unate 

form by applying De Morgan’s laws on the constituent nodes. 

These laws are applied on the internal gates starting from 

primary outputs going till primary inputs. During the traversal, 

the approach tries to make every node it encounters into an 

unate node. Each input of a node is considered for determining 

its unateness. If a node is binate with respect to a variable, a 

corresponding new variable is created, which is the 

complement of the original variable. The new variable is 

substituted in place of the old, making the node unate. While 

performing this method, there arise lots of trapped inverters 

within the circuit making the resulting circuit a unite binate 

scenario [19].   
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VIII. ISSUES AND CHALLENGES WITH STATIC DOMINO MIXED 

LOGIC  

Synthesis of Boolean functions using more than one logic 

styles is a complex issue. Domino logic style can realize only 

unate functions and static logic style can realize binate 

functions. Judicious decomposition of Boolean functions into 

unate and binate sub blocks are a prime necessity for our 

research. The logic blocks thus obtained must be mapped to 

appropriate gates. Taking into consideration of individual 

logic styles different mapping techniques must be adopted. 

Clock signal which plays a significant role in the functioning 

of Domino block must be designed carefully. Further, 

designing a low power clocking approach is a major issue to 

deal with. Many approaches have been proposed by 

researchers to realize mixed logic styles. These include mixing 

of static and PTL (Pass transistor logic), complex static 

Domino gate approach and compound Domino approach [26], 

[31]. These approaches attempted to partition the circuits into 

individual block and map with respective logic style. Defining 

an efficient means of partitioning such that the obtained blocks 

result in an optimum circuit is a big challenge.  

Various blocks in mixed CMOS logic need a mapping 

technique to map them. Especially, mapping of Domino block 

can be done by library free mapping [55]. Many approaches 

for mapping, mentioned in literature focused on reducing the 

redundancy and area overhead [56], [57], [58]. Managing the 

delay along the critical path is always a challenging issue. The 

mixed logic circuits are expected to perform better than the 

individual logic styles. Clock gating technique which 

improves power savings is often employed in sequential 

circuits [59], [60]. Works involved with clock gating for 

Domino circuits have focused on bubble pushing based 

methods for obtaining unate set [61]. Hence, an accurate clock 

gating technique which is based on novel methods of unate 

decomposition and bubble pushing is desirable. 

IX. LIMITATIONS OF DOMINO LOGIC  

Few works have been done in the field of decomposing 

circuits into unite and binate sub blocks. Works related to the 

issue of mapping Domino logic on-the-fly also exist in the 

literature. Our survey in the field of clock design for Domino 

logic reports various works addressing issues that exist in the 

literature. However, a number of limitations exist in these 

work, some of them are mentioned below. 

In the works reported on decomposing Boolean functions 

using various techniques [17], [15], emphasis was never laid  

on improving simultaneously speed and power of the overall 

circuit. Some methods focused on decomposing the circuit into 

various block but nowhere emphasis was laid on realizing 

circuit using mixed static-Domino logic [18]. Also, a 

comparative study of various techniques is very much needed. 

Various approaches on library free mapping reported in the 

literature, begin with a NAND based directed acyclic graph 

(DAG) network [62], [63], [64]. None of the literature 

considered unite circuits as a base for their approaches. Works 

which adopted a parameterized library mapping [69], [66] did 

not focus on managing critical path. Hence, there is a necessity 

for designing a mapping technique which takes care of 

realizing large functionalities in a single cell and 

simultaneously fine-tune cells along critical path for obtaining 

high performance. The flexibility offered by Domino logic 

style in designing the individual cells needs to be investigated. 

Also there is a scope for re-ordering the cells along critical 

path, which further minimizes delay. Fine tuning these cells 

along the critical path, without increasing their individual 

transistor count is in fact another challenging task. 

Many of the researchers in the field of clock gating focused 

on sequential circuits only [59], [60], [67]. Since the outputs of 

a combinational block solely depends on its inputs, the same 

technique for clock gating cannot hold true for sequential and 

combinational circuits simultaneously. Majority of these 

works focused on minimizing the routing length of clock, 

addressing the slew constraints [68], [59] etc. Hence, there is a 

need to propose a method which attempts to reduce the 

redundant switching of gates in Domino circuits. Constant 

charging and discharging of Domino blocks with every rise in 

clock pulse motivates researchers to implement a gating 

technique which can reduce the redundant switching activity. 

Simultaneously, reducing the redundant switching and keeping 

a control on logic overhead is going to be a challenging task. 

In this review paper is motivated by the need to address the 

above stated issues. Based on this motivation, to focus on 

synthesizing mixed static Domino CMOS circuits.  

X. CONCLUSION  

In this paper, the proposed an approach to synthesize VLSI 

circuits using mixed static Domino CMOS logic style. The 

main objective of our review is to synthesize Boolean circuits 

targeting low power dissipation and offering high 

performance. The unate decomposition of this paper is an 

approach to decompose a Boolean logic suitable for realization 

of a mixed static Domino circuit. In order to realize a circuit 

using Domino logic, it must be completely unate. However, 

complete unate circuit is impractical. This work proposes an 

approach to obtain an optimum unate binate circuit. Such a 

circuit can be synthesized reducing power, area and delay. 

Given a circuit, to perform an initial unate decomposition 

(IUD) which the optimize to reduce power dissipation and 

delay. 
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