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Abstract: Regarding medical science, cardiovascular disease is the main cause of death. Testing patient samples for cardiac disease can save 

lives and lower mortality rates. During a subsequent visit, the right remedies should be outlined and prescribed. One of the most important 

factors in preemptive cardiac disease diagnosis is accuracy. Based on this factor, many research approaches were examined and compared. 

According to the analysis of these approaches, new procedures appear to be more advanced and reliable in detecting cardiac illness. A notation 

of the methods and their underlying themes and precision levels will be discussed. This paper surveys many models that use these methods and 

methodologies and evaluates their performance. Models created utilizing supervised learning methods, such as Support Vector Machines 

(SVM), K-Nearest Neighbour (KNN), Decision Trees (DT), Random Forest (RF), and Logistic Regression Units, are highly valued by 

researchers. For benchmark datasets like the Cleveland or Kaggle, the methodologies are derived from data mining, machine learning, deep 

learning, and other related techniques and technologies. The accuracy of the provided methods is graphically demonstrated. 
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I. Introduction 

The general structure of the body depends on the heart. The 

system is in charge of getting blood to particular areas of our 

bodies. If it doesn't work, the brain and other organs could 

shut down, which would cause death in a matter of minutes. 

Lifestyle changes, stress at work, and bad eating habits 

contribute to the increase of many heart-related illnesses. 

Heart conditions have overtaken all other causes of death as 

the notable top killer worldwide. The World Health 

Organization (WHO) reports that heart conditions are the 

thirty-first biggest cause of death globally, taking the lives of 

17.7 million people each year [1]. In India, heart-related 

diseases also overtook all other causes of death. 1.07 million 

people died in India from cardiac diseases in 2016, according 

to the 2016 Global Burden of Disease Study, which was 

released on September 15, 2017. Heart-related illnesses raise 

a person's expenditures for medical care while also decreasing 

their productivity. According to estimates made by the WHO, 

Asian countries may have lost up to $237 billion between 

2005 and 2015 due to heart-related or blood vessel disorders. 

Therefore, it is crucial to forecast heart-related disorders 

accurately[2]. 

Medical organizations from throughout the world gather 

information on a variety of issues relating to health. Using a 

variety of machine learning (ML) approaches, this knowledge 

is exploited to produce insightful results [3]. But, the amount 

of data gathered is staggering, and this knowledge will 

frequently be inconsistent. ML approaches are used to 

analyze these datasets, which are too big for human brains to 

process [4]. This has led to recent success in effectively 

predicting the presence or absence of heart-related illnesses 

using these algorithms. Research on ML has been used in 

multiple trials to treat various diseases, including skin and 

lung cancer [5, 6, 7]. 

Coronary heart disease is the most common worldwide 

(CHD). Some term it coronary artery disease (CAD). Lewy 

bodies in the circulatory system's capillaries and veins are a 

defining feature of this illness. As a direct result, the heart's 

internal organs do not receive the necessary blood and oxygen 

and have poor circulation. Most heart diseases are specified 

in Fig. 1; some are described below.
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Fig. 1. Types of heart disease(s) 

• CAD is the buildup of cholesterol plaque that causes the 

coronary artery to harden or narrow; (which supplies blood to 

the heart). 

• Cardiomyopathy is a term used to describe various 

conditions that affect the heart muscle. 

• Chest pain is caused by angina, a condition in which a heart 

muscle segment does not receive enough blood. 

• CHD is a congenital disability of the heart's structure 

• Cerebrovascular disease refers to a condition that affects 

the blood vessels that supply the brain. 

• RHD, a rheumatic fever-related disorder that weakens the 

heart's muscles and valves. 

• The section of cardiac muscle that loses blood supply after 

a heart attack dies permanently. 

• A heart's pumping capacity decline causes heart failure. 

This article will be organized as follows: Section II presents 

an overview of the main cardiac disease prediction 

approaches. Section III describes the results of our literature 

review on cardiac prognosis. In Section IV, we cover the 

traditional approaches to cardiology prognosis. In Section V, 

we see a comparison of several approaches to cardiovascular 

disease forecasting. The conclusion and potential future 

application are presented in Section VI. 

II. Heart Disease Prediction Methods 

Predicting cardiovascular diseases frequently uses data 

mining, machine learning, and deep learning. 

Data Mining (DM) 

DM is a technique for the organic development of 

information technology and is utilized in many technological, 

commercial, and scientific domains. The data sets for 

prediction techniques typically grow daily. With these 

massive data sets, retrieving the useful information concealed 

inside them is necessary. Since the importance of information 

is growing in today's competitive world [8], 

Machine Learning (ML) 

ML is a subfield of computer science concerned with 

automatic learning. Computing algorithms and statistics, 

which seek to conclude relationships between variables, 

foster its growth. There are unique computational challenges 

in developing statistical models from massive data sets, 

including billions or trillions of data points. Supervised and 

unsupervised learning processes can be implemented in 

computers [9]. 

 

Coronary Artery Disease (CAD)

Cardiomyopathy

Angina

Congenital heart disease (CHD)

Cerebrovascular disease

Rheumatic heart disease (RHD)

Heart Attack and Heart failure
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Deep Learning (DL) 

Through DL, the machine can invent novel ideas by 

combining existing ones. The DL method to ML was created 

with the help of our decade-long accumulation of artificial 

intelligence, statistical knowledge, and applied math skills. In 

recent years, DL’s popularity and utility have skyrocketed 

because of its ability to train networks in depth. [10]. 

1.1 The motivation for the study 

Various ailments afflict people all around the world. 

Nowadays, heart disease is a serious public health issue that 

claims both male and female victims. Heart disease claims 

17.9 million lives per year, or 31% of all fatalities, according 

to the WHO. Heart problems can be predicted using machine 

learning tools and methodologies. Yet, no suitable model 

could forecast the disease more accurately or quickly enough. 

The effects of heart disease cannot yet be predicted or 

mitigated by any trustworthy automated technology. So, it 

would be a noteworthy achievement to use machine learning 

algorithms to lessen the disease's typical symptoms. Although 

greatly delaying the beginning of the disease, it has the 

potential to enhance the quality of life for cardiac patients. 

The deDevelopingrt disease prediction model for predicting 

the presence of heart disorders is the main motivation behind 

this research effort. 

Also, as indicated earlier, this research intends to identify the 

classification system that will accurately forecast the illness. 

This study will be supported by comparing SVM, K-NN, DT, 

and RF algorithms for heart disease prediction. The most 

accurate algorithm is considered to be the best. 

III. Literature Review 

Much emphasis has been given to predicting cardiac disease 

utilizing machine learning, deep learning, and data mining 

techniques and approaches. The results thus far and future 

studies will be utilized to decide the most efficient methods 

for diagnosing cardiovascular illness. Researchers used a 

variety of datasets, algorithms, and procedures. Creating 

models to anticipate CVD diagnoses has grown significantly 

during the previous few decades. Automatic cardiovascular 

disease diagnosis and prediction is currently the most 

important medical topic. Effective treatment of heart disease 

depends on early identification. Researchers from all over the 

world have employed many techniques to identify heart 

disease early.  

Several techniques have been applied to predict cardiac issues 

over the past 20 years. The most common DM techniques 

used in studies are SVM, Neural Networks, Regression, DT, 

etc. RF, Boosting, etc., used by ML. DL employs CNN, 

LSTM, and many other methods. Table 1 lists the relevant 

works on CVD in brief.  

Table 1. Related works on CVD 

Ref. and Year Dataset Algorithm/ 

Method 

Remarks 

Minas et.al., [11] 

(2010) 

Public dataset C4.5 Pruning is used to prevent overfitting. Using Laplace error estimation, the 

bottom-up pruning process is put into action. Substantial datasets are 

required for further research. 

SreeHariRa o 

et.al.,[12] (2013) 

STULONG PSO Due to a linear relationship between time and database size, the Predictive 

Risk Assessment of Atherosclerosis (PRAA) technique is numerically 

scaleable. 

Roohallah 

et.al.,[13] (2013) 

Personalized 

dataset. 

SMO SMO, NB, Bagging, and NN classification algorithms analyzed the 

dataset. These classifiers have 94.08% accuracy. 

Jayshril et.al.,[14] 

(2014) 

Cleveland MLP The stated accuracy is 98%. Compared to other procedures, this strategy 

yields good results. 

Chaitanya 

et.al.,[15] 2015 

Personalized dataset Rule-based 

ML 

The MEDICATION tag has the most annotations. Hence it caused the 

most errors in the test set with 90.7% accuracy. 

Purushotta m 

et.al.,[16] (2016) 

Cleveland Decision 

Rules 

The implementation uses KEEL. This approach tested at 86.3% accuracy. 

Riccardo et.al.,[17] 

(2016) 

Mount Sinai clinic CNN showed that DL can predict illnesses using EHRs. 

Priyanga et.al.,[18] 

(2017) 

Cleveland NB Naïve Bayes classifier can classify heart disease with more attributes. 

NBwa reports 86% accuracy. 
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MohdUsam a 

et.al.,[19] 2018 

Dataset from china RCNN Pneumonia, coronary atherosclerosis, and heart disease are extracted here. 

96.02% accuracy. 

Beulah et.al.,[20] 

2019 

Cleveland Ensemble The best feature selection and large datasets improved performance 

Anjan Nikhil Repak 

a et al, [21] (2019) 

Personalized  

dataset 

NB The best feature selection and large datasets improved performance 

Senthil Kumar 

Mohan et al. [22] 

(2019) 

Personalized dataset Decision 

Tree and K-

NN 

centered on the application of machine learning hybrid methods for 

accurate cardiac disease prediction with an accuracy of 88% 

Binhua Wang 

et.al.,[23] (2019) 

PLA hospital in 

china 

DWNN MT-DWNN has 0.9393 AUC, 0.01, better than other methods. 

Shi et.al.,[24] 

(2020) 

Renmin hospital in 

china 

Statistics The cardiac injury was an independent risk factor for in-hospital mortality 

among 416 consecutive COVID-19 patients. 

Riyaz et.al., [25] 

(2021) 

Personalized dataset ANN 

C4.5 

This study provides a comprehensive overview of several machine 

learning methods for accurate cardiac illness prognosis and treatment 

planning. The average prediction accuracy for ANN was 86.91 percent, 

while for C4.5's decision tree, it was just 74.0 percent. 

Sekhar J et.al., [26] 

(2022) 

UCI TANFIS The Internet of Things-based tuned adaptive neuro-fuzzy inference 

system (TANFIS) classifier predicts cardiac disease with 99.76% 

accuracy and 5.4% improvement. 

EI Hasnony et.al., 

[27] (2022) 

Cleveland Active 

Learning 

By combining user-expert feedback with sparsely labeled data, active 

learning approaches increase classification quality while lowering 

labeling costs. 

El-Shafiey et al., 

[28] (2022) 

Cleveland and 

Statlog dataset 

PSO To improve the precision of heart disease forecasting, we developed 

GAPSO-RF, a mix of genetic algorithms and PSO optimization. This 

technique achieves a 95% and 91% accuracy rate on two separate data 

sets. 

Absar N et.al, [29] 

(2022) 

Cleveland, 

Hungary, 

Switzerland, and 

Long Beach 

(CHSLB) 

Numerous 

ML 

methods 

Accuracy levels of 99.03%, 96.10%, 100%, and 100% were achieved 

across four machine learning models in this study for predicting 

cardiovascular disease. 

Hassan D, et. al, 

[30] (2023) 

Cleveland and 

another public 

dataset 

PCA and 

ensemble 

methods 

When applied to training and testing data, the suggested HD prediction 

method achieves accuracy ratings of 91.79 and 93.33 percent, 

respectively. 

Ogundepo, E et al., 

[31] (2023) 

Cleveland dataset SVM The support vector machine produced the best prediction performance 

with 85% accuracy, 82% sensitivity, 88% specificity, 87% precision, 91% 

area under the ROC curve, and 38% log loss value. 

Sudha, V K et.al., 

[32] (2023) 

Public dataset LSTM By integrating convolutional neural networks with a large short-term 

memory network, the suggested work improves the accuracy of 

conventional machine learning methods. Using the k-fold cross-validation 

method, the hybrid system was proven to be accurate 89% of the time. 

Abdulsalam, G. et 

al., [33] (2023) 

Cleveland Bagging With an accuracy of 90.16 percent, the Bagging-QSVC model is superior 

to the best available classifiers. 

 

IV. Conventional Strategies 

The experimental data were processed using the publicly 

available Anaconda 2020 version. Scientific computing 

typically employs the Python programming language (for 

machine learning and data science applications, 

preprocessing of massive amounts of data, predictive 
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analysis, and so on), and Anaconda is a free and conditional 

open-source distribution that seeks to simplify deployment 

and package management. In addition, Spyder is used as an 

integrated development environment, and Python (version 

3.11.0) is used for programming and calculations. The dataset 

is split 70% for testing and 30% for training, and analysis is 

carried out with the help of the following methods. 

K-NN 

The test tuples are compared to similar training tuples in the 

relative neighbor classifier, a form of analogy learning. 

Training data is stored in an n-dimensional space, each tuple 

representing a point. The k-nearest neighbor classifier uses a 

set of k-training tuples to find the most similar pattern to an 

unknown tuple. In this case, the k sample tuples are the k 

nearest neighbors of the enigma tuple. Closeness can be 

measured with a distance metric like the Euclidean distance. 

The formula for determining the separation between two 

points is as follows: 

Distance (X1, X2) = √Σ (x1i – x2i) 2        Eq. (1) 

SVM 

This method of supervised machine learning can distinguish 

between linear and nonlinear data. SVM uses nonlinear 

mapping to change the original data. As a result, it looks for 

an ideal linear line to divide the hyperplane and a decision 

boundary to distinguish tuples of one class from those of 

another inside this new dimension. 

Support vectors, crucial training tuples, and margins—also 

referred to as support vectors—are used by SVM to locate this 

hyperplane. The SVM's advantages include accuracy because 

of slow training times and the capacity to mimic sophisticated 

nonlinear decision limits. SVMs are much less likely than 

other algorithms to overfit. A hyperplane that divides the 

remaining examples of one class on one side from the 

remaining examples of the other class on the other is what 

SVM does best. A division line, commonly referred to as a 

hyperplane, can be expressed as follows: 

Y = M. X + B  = 0 Eq. (2) 

M represents a weighted vector  

B represents the bias 

 

Decision Tree 

Decision trees are supervised machine learning techniques 

where each branch indicates the result of a parameter test, and 

each leaf node contains a class label. The parent node, called 

the root node, is located at the top of the tree. A typical 

decision tree is displayed in Fig. 2. The best option can be 

chosen using a decision tree, which allows users to move 

from root to leaf to define a distinct class based on the most 

information gleaned. Decision trees can handle parameters 

that are continuous and constant. The main benefit of the 

decision tree is that it is prone to overfitting.

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. Decision Tree 
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Random Forest 

The online fitting method dynamically constructs the random 

forest's tree. Simply put, the bagging algorithm has changed. 

The individual trees are trained separately in a random forest, 

and the average projected values are added. The capacity of 

each tree in the forest and the connections between the trees 

affect the generalization error of a tree classifier. Although 

they can result in overfitting, random forests' main benefit is 

increased accuracy. As its name suggests, a random forest 

comprises several different decision trees that work together 

as an ensemble. Fig. 3 depicts our prediction method, which 

uses each tree in the random forest to forecast the class with 

the greatest number of options.

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3. Random Forests with multiple Decision Trees 

V. Experimental Study 

This section describes the dataset that was used, as well as the 

tests that we ran using various ML methods. The dataset was 

collected with an application from the UCI machine learning 

repository. Two datasets are available, one containing 303 

instances and 14 attributes and the other containing 1026 

instances and 14 attributes. The number of attributes in both 

datasets is the same. The first dataset contains the results of 

the experiments performed independently; the combined 

dataset's results are projected in this section. After combining 

the datasets, the final dataset will contain 1329 occurrences 

and 14 attributes. Table 2 provides a more detailed 

explanation of the features, and Table 3 displays the statistics 

associated with the dataset. Fig. 4 depicts the visualization of 

each attribute included in the dataset. A phrase used to 

describe how well these models work a confusion matrix. The 

following formulae calculate each model's final accuracy, 

precision, recall, and F1 score. 

Precision = 
𝑇𝑝

𝑇𝑝+𝐹𝑝
        Eq. (3) 

ecall=
𝑇𝑝

𝑇𝑝+𝐹𝑛
                                                     Eq. (4) 

F1 score = 2 * 
𝑅𝑒𝑐𝑎𝑙𝑙∗𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑅𝑒𝑐𝑎𝑙𝑙+𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
                        Eq. (5) 

Accuracy = 
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑒𝑥𝑎𝑐𝑡 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠

𝑇𝑜𝑡𝑎𝑙 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠
          Eq. (6) 
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Table 2. Attributes of the UCI heart dataset 

 
 

Table 3. Statistics of the dataset 

 

 
Fig. 4. The count of the target in the dataset 

The K-NN algorithm is applied to the dataset, and different 

k-values are tried in the experiment. The results are analyzed, 

and the plot is shown in Fig. 5. This classifier's accuracy is 

87.0%. 

 

Fig. 5. K-NN scores for various K-values 

Different kernels, linear, rbf, poly, and sigmoid, are tried for 

support vector machines, and the results are analyzed. The 

accuracy of these kernels is shown in Fig. 6, and the linear 

kernel gets the highest accuracy with 83.0% 
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Fig. 6. The accuracy of SVM with different kernels 

The decision tree model is trained on the same data set, and 

this model's result for a different number of top features is 

shown in Fig. 7. 

 

Fig. 7. Decision Tree Classifier scores for various numbers 

of maximum features 

Finally, the random forest algorithm is trained, and the 

accuracy is noted for different estimators, i.e. (10, 100,200, 

500, 1000). The results are shown in Fig. 8. The maximum 

accuracy is achieved with 100 estimators (84.0%). 

 

Fig. 8. Accuracy of random forest algorithm for different 

estimators 

The experiments were performed on the combined data that 

had been preprocessed, and the results showed a significant 

improvement. Table 4 displays the better results obtained by 

each algorithm after applying preprocessing to the data. 

Table 4. Evaluation measures of different classifiers on the 

UCI dataset 

Classifier Recall Precision Specificity  F1-score 

K-NN 0.88 0.74 0.79 0.80 

SVM 0.89 0.77 0.82 0.83 

DT 0.96 1.0 1.0 0.98 

RF 0.99 1.0 1.0 1.0 

 

Table 5 below displays the efficacy of six machine learning 

algorithms to forecast heart illness. With an accuracy of 

99.39%, the random forest outperforms the competition, 

followed by the decision tree at 97.59%, and the graphical 

representations are shown in Fig. 9. 

Table 5. Accuracy of the ML algorithms on the UCI dataset 

Algorithm Accuracy 

K-NN 82.05% 

SVM 85.00% 

DT 98.00% 

Random Forest 99.00% 
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Fig. 9. Comparison results of ML algorithms on the UCI dataset 

VI. Conclusion 

The most useful contribution of this study was a comparison 

of different ML algorithms for early-stage CVD prediction. 

To begin, we have thoroughly examined the various strategies 

for predicting heart disease found in the body of published 

research. Following that, a case study will be conducted. 

Preprocessing techniques improved the dataset's quality by 

removing outliers and dealing with corrupted and missing 

values. In addition, we examine the outcomes of three distinct 

machine-learning algorithms that we utilize to forecast 

diseases. We know that it outperforms every other classifier 

on our dataset based on the results of our studies, with an 

accuracy of (100% for the training set) and (97.29% for the 

testing set). A 10-fold cross-validation technique was used to 

verify the robustness of K-NN, SVM, DT, and RF. Future 

work on this project could involve identifying exact 

knowledge patterns using deep learning, fuzzy logic, and 

other methods on vast source data. 
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