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Abstract — India’s nationwide survey, Annual Status of Education Report (ASER), provides basic and critical information about rural Indian 

children’s foundational reading skills and basic mathematical abilities. The results of such a large survey has a potential to provide a tool to build 

quality educational practices and policies. The acquired educational skills of child are the results of child’s social, economic and educational 

background which can be described by facilities available at household, parental and school level. The present study uses rough set theory which 

provides efficient algorithms for finding hidden patterns in data using minimal sets of attributes. The rough set based rule system is developed 

and tested for its accuracy by using ASER data to predict child’s mathematics learning ability. 
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I.  INTRODUCTION  

The availability of quality primary education is the 
fundamental step towards building strong foundation for 
physical, social and intellectual development of children. The 
reduced drop-out rate from schools can be achieved by teaching 
reading, writing and other basic learning skills during primary 
education. Basic mathematical abilities during the early age of 
schooling are considered as indicators of quality education. The 
methods such as counting, number knowledge and arithmetic 
operations are considered for evaluation purpose. [13] 

Foundation and Expanse of Mathematics and its application 
to diverse disciplines makes it a queen of sciences, 
Mathematics helps to inculcate the habit of reasoning and 
problem solving from their childhood. The early exposure to 
mathematics develops an analytical mind of child and helps 
him in better organization of ideas and accurate expression of 
thoughts. Learning mathematics is very much important for 
child’s intellectual development. [4] 

The children’s early encounter with mathematics develops 
curiosity, imagination, flexibility, inventiveness, persistence 
and confidence in their abilities. Besides, it gives a strong 
foundation for logic building. These qualities contribute to their 
future success in life. Even though education makes individual 
self-reliant and wise, study of mathematics has potential to 
sharpen the wit and problem-solving abilities. Thus, 
mathematics skills can be considered as tool to judge overall 
progress of child in education. [16]. 

The non-governmental organization Pratham’s Annual 
Status of Education Report (ASER) is a nationwide survey of 
reading and mathematical achievement of children from rural 
India. It provides basic and critical information about rural 
Indian children’s (age group 5-16) foundational reading skills 
and basic mathematics ability. The survey is conducted each 
year in the middle of the academic year and findings are made 
public. ASER survey provides genuine information that mainly 
contribute to forming effective base for governmental 
educational practices and policies. [18] 

Rule based system has played an important role in machine 
learning and is known for inducing interpretable and 
comprehensible classifiers. The main rule based techniques are 
decision trees based rule learner, sequential covering, 
associative rules and rough set based methods. [7].  

A. Rough Set theory for generating decision rules 

The hidden patterns in data can be discovered by using the 
concept of Rough set theory. It is used for feature selection, 
attribute reduction, decision rule generation, and pattern 
extraction. [7] [17] 

The data analysis based on rough set theory starts from data 
table. It is also called a decision table. The columns of decision 
table are attributes in dataset. The rows in data table are objects 
of interest. Entries in data table are attribute values. Each row 
contains condition attributes and decision attributes. A single 
row represents a decision rule [23].  

Consider a data table denoted by S = (U, C, D) where C and 
D are disjoint sets of condition and decision attributes 
respectively and U is a finite set of objects.  

Each x  U determines a sequence c1(x),….,cn(x), 
d1(x),….,dn(x), where  
{c1(x),….,cn(x)} = C and {d1(x),….,dn(x)} = D. 
The decision rule induced by x in S. It is denoted by  

c1(x),….,cn(x)  d1(x),….,dn(x) 

That is C  D 

B. About ASER data 

To understand the behavior of different factors and how 
they are related to inculcation of mathematical ability, available 
data from ASER survey is used, as it gives almost all the 
information about children.  

ASER conducts the largest household survey of children in 
India. It is carried out by around 25,000 volunteers. Each year, 
it surveys around seven lakhs of children in around fifteen 
thousand villages. The main aim of the survey is to evaluate 
learning levels among children. The advantage of choosing 
household as a basic sample survey unit is that children are 
tested at home rather than in school, allowing all children to be 
tested rather than just those in school, testing children in school 
might create a bias since teachers may encourage testing the 
brighter children in class and a household sample will generate 
an age distribution of children that can be crosschecked with 
other data sources like the census.  

The dataset contains attributes such as total number of 
individuals in household, type of material house is made of, 
household has facilities (electricity connection, toilet, 
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television, cable TV, mobile phone, vehicle, newspapers, other 
reading material), household has a person who has completed 
std. 12, household has a person who can use computer, parents 
age and education, government or private school, whether child 
takes paid tuition, reading level of child and arithmetic level of 
child. 

The available ASER data is sparse and redundant data. It is 
also observed that there is vagueness in correlation between 
some of the survey parameters. Rough set theory performs 
intelligent data analysis for such data. Using an approximation 
concept, rough set theory is able to remove data redundancies 
and consequently generate decision rules. [15] Some of the 
social, economic and educational factors and child’s 
mathematics learned level are used in the analysis. 

C. Problem Identification 

The acquired educational skills by a child dependent on his 
or hers social, economic and educational background. It 
includes facilities available at household, parental and school 
level. Most of the times child’s mathematics achievements are 
highly correlated to individual and instructional factors and 
moderately correlated to classroom engagement or 
attentiveness and evaluation factors [2]. 

It is also observed that the major factors contributing to 
poor performance in Mathematics are motivation and attitude; 
along with the socio-economic factors such as education of 
parents and their economic status; and school based factors 
such as availability and use of teaching/learning facilities, 
school type and teacher characteristics [21]. 

The differences in mathematics achievement among 
children has highlighted the importance of classroom, teacher 
and school factors as well [19]. 

The aim of the present study is to develop rough set based 
rule system using ASER data and to show correlation between 
child’s social, economic and educational background and 
mathematical learning ability. 

 

II. LITERATUTRE REVIEW 

Dr. Aditi Banerjee, in her paper [3] elaborates global 
practices regarding effect of practices used to judge children’s 
language and mathematical skills. This study also recommends 
beneficial utilization of the inputs to promote better learning in 
students. [3] Ambrish Dongre et. al. estimates effect of sending 
children to private tutoring and its correlation with learning 
outcomes. This paper utilizes a large household survey 
conducted in rural India and finds that the effect of private 
tutoring is stronger for the students enrolled in government 
schools compared to the students enrolled in private schools, 
for children from economically disadvantaged background, and 
for children whose parents are relatively less educated. [1] 

Academic performance is affected by a number of factors 
including admission grade, social economic status, school 
background and many more. Students’ personal factors and 
school based factors are the focus of the study described in this 
paper [10]. The findings revealed that inadequate teaching and 
learning materials as well as lecture method of instruction are 
some of the factors which affect students’ performance. [10] 
The factors contributing to the students’ low, medium and high 
achieving performances in mathematics are found in this study. 
These are the school context, profiles of the students and 
teachers, descriptions of sample lessons taught including the 
insider perceptions of the teacher and students, and a discussion 

of key issues and challenges faced, as well as initiatives to 
promote the learning of mathematics in each case. [11]  

Educators are facing major challenges in maintaining 
quality in teaching mathematics. The decision design is based 
on the knowledge of the factors affecting mathematics 
achievement in children. This study was conducted to identify 
the factors affecting the math achievement of students and it 
revealed that instructional strategies and methods, teacher 
competency in math education, and motivation or concentration 
were the three most influential factors that should be 
considered in the design decisions. [19] 

Data mining and knowledge discovery is considered as the 
main module of development of advanced Decision Support 
Systems. In this paper, rough set theory is used to simplify 
decision making process. [12] The paper [22] gives basic ideas 
of rough set theory as a new approach to vague data analysis. 
This paper [9] uses rule induction algorithms LEM1 and 
LEM2. 

III. EXPERIMENTAL SETUP AND IMPLEMENTATION 

A. About RSES  

Rough Set Exploration System (RSES) is an open source 

software system for data exploration, classification and 

knowledge discovery. Many RSES methods are based on rough 

set theory. RSES utilizes classification algorithms using 

elements of rough set theory, instance based learning, and 

artificial neural networks. The construction of classifier is 

carried out by several steps. First, the data for analysis has to be 

loaded or imported into RSES. Data is pre-processed before 

next step is carried out. RSES supports preprocessing methods 

which make it possible to manage missing parts in data, 

discretize numeric attributes, and create new attributes. By 

using classical rough set concepts such as reducts, dynamic 

reducts and positive region, dependencies in datasets are found 

out. Knowledge of reducts may lead to reduction of data by 

removing some of the redundant attributes [8].  

B. Implementaion  

Algorithms used for generating rules are J48 and LEM2. 
J48 is implementation of the decision tree C4.5 algorithm in 
WEKA [14]. The algorithm is based on a greedy technique to 
make decision trees for classification and practices reduced-
error pruning. [5]  

Rough Set Exploration System 2.2.2 is opened and new 
project is created into it. The new Table is created into it and it 
is loaded with educational dataset (Attribute Relation File 
Format). The split factor 0.6 is applied on this table. Thus, the 
training dataset is 60% and testing dataset is 40%. The concept 
of cut and discretization is used here to reduce dataset 
horizontally. The attributes having continuous values are 
partitioned into intervals. The training and testing datasets are 
discretized by using Global method where discretization score 
is calculated by considering all the objects in data table at every 
step of discretization.  

The algorithm LEM2 (Learning from Examples Module – 
version 2) is a component of the data mining system LERS 
(Learning from Examples using Rough Sets) [6]. By selecting 
discretized training dataset, rules are generated using LEM2 
algorithm. Figure 1 shows nodes to indicate data table, 
discretized data table and rules generated in RSES software. 

The attribute math_code is classified in five classes. Class E 
indicates that child is not able to do any arithmetic, class D 
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indicates that child can recognize numbers 1-9, class C 
indicates that child can recognize number 11-99, class B 
indicates that child can do two-digit subtraction and class A 
indicates that child can do division (3-by-1 form). 

              
Figure 1: RSES nodes to indicate data table, discretized data 

table and rules generated 
 
The testing dataset is classified using these rules. The rules 

generated using training dataset is generalized. The sample 
rules generated are shown in figure 2. 

 

 
 

Figure 2: Sample of Decision Rules generated 

IV. RESULTS 

 
 

Figure 3: Graph showing sizes of rules generated for LEM2 

algorithm 
 

After the application of J48 algorithm for developing 
decision rules in WEKA, a tree with total 165 leaves, is 
generated. The application of LEM2 algorithm for deduction of 

rules in RSES resulted in generation of total 260 rules. The 
minimal support of rule is 1 while maximum support is 33. An 
average support is 4.7. The minimum length of rule is 13, 
maximum length is 27 while average length is 20 as shown in 
figure 3.  

 

 
 
Figure 4: Distribution of class support for rule set for LEM2 

algorithm  
 

Class E is the output in 98 rules, class D is the output in 120 

rules, class B is the output in 4 rules, class C is the output in 

38 rules and class A is the output in 1 rule for the selected 

sample of dataset as shown in figure 4. The best 5 rules 

generated by application of J48 in WEKA and LEM2 in RSES 

are shown in table 1 and table 2 respectively. 

 

Table 1: Rules generated by the application of J48 in WEKA 
 

J48 algorithm 

Output 

class 

No. of 

records 

If (school_class <= 1, test_language <= 

8, child_age <= 5, tuition <= 0, 

hh_electricity_today > 0, 

hh_reading_material <= 0) then 

math_code = E 

E 88 

If (school_class <= 1, test_language <= 

8, child_age > 5, hh_newspaper <= 0, 

school_govt > 0, hh_type > 1, 

hh_motor_vehicle <= 0, hh_type > 2, 

hh_computer_use <= 0, hh_mobile > 0) 

then math_code = D 

D 74 

If (school_class <= 1, test_language <= 

8, child_age > 5, hh_newspaper <= 0, 

 school_govt > 0, hh_type > 1, 

hh_motor_vehicle <= 0, hh_type <= 2, 

mother_class > 5, hh_toilet <= 0, 

hh_grad <= 0) then math_code =D  

D 45 

If (school_class <= 1, test_language <= 

8, child_age > 5, hh_newspaper <= 0,  

school_govt > 0, hh_type > 1, 

hh_motor_vehicle <= 0, hh_type <= 2, 

mother_class <= 5, 

hh_reading_material <= 0, test_sample 

<= 3, hh_electricity_conn > 0, 

child_gender > 1) then math_code = E  

E 31 

If (school_class <= 1, test_language <= 

8, child_age > 5, hh_newspaper <= 0, 

school_govt > 0, hh_type > 1, 

hh_motor_vehicle <= 0, hh_type <= 2, 

mother_class > 5, hh_toilet <= 0, 

hh_mobile > 0, father_class > 3, 

mother_age > 27, test_sample > 1) then 

D 26 
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math_code = D 

 

Table 2: Rules generated by the application of LEM2 in RSES 

 

LEM2 algorithm 

Output 

class 

No. of 

records 

If(father_gone_to_school_yes=1, 
mother_gone_to_scholl_yes = 1, tution=0, 

school_class<6, hh_electricity_conn=1, 

hh_newspaper=0, hh_copmuter_use=0|1, 
child_age>5, test_language=4|15, 

school_govt=1, school_private=0, hh_grad=0, 

hh_electricity_today=1,hh_tv=1|0,hh_mobile
=1, hh_reading_material=0|1, 

hh_toilet=0|1,hh_cable_tv=0|1, 

hh_motor_vehicle=0, child_no=1|2|3|4, 
total_member=4, test_sample=1|4, 

father_class=8) then math_code=D 

D 33 

If(father_gone_to_school_yes=1, 

mother_gone_to_scholl_yes = 1, 

school_class <2, tution=0, 

hh_newspaper=0, test_language=4, 

school_govt=1, school_private=0, 

hh_computer_use=0, 

hh_electricity_today=1, 

hh_grad=0,hh_reading_material=0, 

hh_motor_vehicle=0, hh_toilet=1, 

hh_cable_tv=1, hh_mobile=1, 

hh_type=1, child_age<6) then 

math_code = E 

E 20 

If(father_gone_to_school_yes=1, 

mother_gone_to_scholl_yes = 1, 

school_class<2 , tution=0, 

hh_newspaper=0, test_language=4,  

school_govt=1, school_private=0, 

hh_computer_use=0, 

hh_electricity_today=1, hh_grad=0, 

hh_reading_material=0, 

hh_motor_vehicle=0, hh_toilet=1, 

hh_cable_tv=1,hh_mobile=0, 

hh_type=1, child_age<6)then math_code 

= E 

E 19 

If(father_gone_to_school_yes=1, 

mother_gone_to_scholl_yes = 1, 

school_class<2 tution=0, 

hh_newspaper=0, 

hh_electricity_connection=1, 

hh_reading_material=0, 

hh_computer_use=0, test_languag=4, 

school_govt=1, school_private=0, 

hh_elctricity_today=1, 

hh_motor_vehicle=0, hh_tv=1|0, 

hh_toilet=1|0, hh_type=3|2|1, 

hh_mobile=1, child_no=2|3, 

child_age<6)then math_code=E 

E 16 

If(father_gone_to_school_yes=1, 

mother_gone_to_scholl_yes=1, 

tution=0|1,school_class < 2, 

hh_electricity_conn=1, 

hh_newspaper=0, test_language=4|15, 

school_govt=1, school_private=0, 

child_age>=6, hh_computer_use=0|1, 

hh_grad=0, hh_cable_tv=1|0, 

hh_elctricity_today=1, 

child_gender=2|1, 

hh_reading_material=1, 

D 16 

total_member<=7) then math_code=D 

V. RESEARCH FINDINGS 

The classification rules generated are mainly for classes D 
and class E. An accuracy of generating rules in J48 algorithm is 
46.4% while accuracy of rough set is 49%. J48 shows 
maximum support (88) for class E while LEM2 shows 
maximum support (33) for class D. The generated rules can be 
used for the prediction of child’s mathematics learning level 
based on social, parental, school and economical parameter. 

VI. CONCLUSION 

It is found that conditional attributes, used in decision rules 
generation, are mainly to decide child’s economical 
background. These attributes are: type of household and 
availability of facilities at household such as newspaper and 
vehicle. Parents’ educational background also affects the level 
of mathematics learning of child. Gender of a child is not at all 
affecting factor to judge mathematics learning ability. Again, it 
is found that, when J48 algorithm is used, 45.07% government 
school going children studying in standard I are not able to 
identify even single digit numbers. And in case of LEM2 
algorithm this percentage is 47.11%. Thus, from this study, we 
can conclude that, on an average 46.09% children of standard I, 
studying in government school, are not mathematics competent 
for their age group. Recommendations to improve 
mathematical ability are 
1. Introduce learning by doing approach through playful 

activities and different physical models while teaching. 
2. Design mathematical recreational activities.  
3. Conduct activities to make them realize the importance of 

mathematics. 
4. Increase concentration level. 
5. Relate concept of mathematics to everyday life. 
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