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Abstract:- Community detection in large networks through the methods based on the statistical inference model can identify the node 

community as well as find the interaction between the communities. Statistical inference based methods try to fit a generative model to the 

network data. This paper discusses the statistical inference methods which groups the communities on vertices or nodes.  

__________________________________________________*****_________________________________________________ 

I. INTRODUCTION: 

Detecting clusters or communities in large real-world graphs 

such as large social networks in some automated manner is a 

problem of considerable interest. A community could be 

loosely described as a collection of vertices within a graph 

that are densely connected among themselves while being 

loosely connected to the rest of the graph [1]. Communities 

in a web graph for instance might correspond to sets of web 

sites dealing with related topics [2][3]. Community detection 

is a common area in graph data computations and data 

mining computations [4][5]. The first analysis of community 

structure was carried out by Weiss and Jacobson [6], who 

searched for work groups within a government agency. The 

authors studied the matrix of working relationships between 

members of the agency, which were identified by means of 

private interviews. Work groups were separated by 

removing the members working with people of different 

groups, which act as connectors between them. This idea of 

cutting the bridges between groups is at the basis of several 

modern algorithms of community detection.  

II. GENERAL CONCEPTS: 

Graph partitioning has been studied by several authors. 

Given a connected graph G = (V, E) with edge weights 

we  ∀ e ∈ E, partition the node set V into n nonempty subsets 

so as to minimize the total weight of the edges with end 

points in two different subsets. This problem is known to be 

NP-hard in general [7].  

Several authors including Barahona and Mahjoub [8] have 

studied the problem of partitioning a graph into at most two 

subsets. Kernighan and Lin [9] consider the problem where 

G is to be partitioned into at most k subsets and each subset 

has at most p nodes. This instance of the problem arises in 

VLSI layout design. They suggest an efficient heuristic for 

this problem. Carlson and Nemhauser [10] consider the 

problem of partitioning a graph into at most k subsets with 

no restriction on the size of each subset. They formulate the 

problem as a quadratic program and suggest a method by 

which local minima may be obtained. Conforti et al. 

[11][12] have studied the equicut problem on a complete 

graph. Here r = 2 and we want at most (
1

2
 |V|) nodes in each 

subset. Grgtschel and Wakabayashi [12-14] have studied the 

problem when G is a complete graph and is to be partitioned 

into at most  |V|  subsets. They have called it the clique 

partitioning problem. There is no restriction on the number 

of nodes in each subset. Given a graph G= (V, E) an r-cut in 

G is a set of edges E' such that the graph G' = (V, E-E') 

contains exactly r connected components. The problem of 

finding a minimum weight r-cut is known to be NP-hard in 

general [15]. Goldschmidt and Hochbaum [16] have shown 

the r-cut problem to be solvable in polynomial time on 

general graphs provided r is fixed and all edge weights are 

nonnegative. Basic concepts in graph theory can be found in 

Bondy and Murty [17]. 

Statistical inference is the method of deducing judgements 

about characteristics or parameters of the population. This 

inference is taken out by analyzing the sample drawn from 

the whole population. The conclusion of statistical inference 

is the proposition such as a point estimate, an interval 

estimate, cluster or classification of data points into groups 

etc. The proposition of our interest is cluster or classification 

of data points into groups. 

Methods based on statistical inference attempt to fit a 

generative model to the network data, which not only serve 

as a description of the large-scale structure of the network, 

but also can be used to generalize the data and predict the 

occurrence of missing or spurious links in the network 

[18][19] and encodes the community structure. The overall 

https://en.wikipedia.org/wiki/Statistical_inference
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advantage of this approach compared to the alternatives is 

its more principled nature, and the capacity to inherently 

address issues of statistical significance. Most methods in 

the literature are based on the stochastic block model [20] as 

well as variants including mixed membership 

[21][22], degree-correction[23], and hierarchical 

structures[24]. Model selection can be performed using 

principled approaches such as minimum description length 

[25][26][20][21] or Bayesian model selection [22] and 

likelihood-ratio test [23]. Currently many algorithms exist to 

perform efficient inference of stochastic block models, 

including belief propagation [24][25] and agglomerative 

Monte Carlo [26]. 

Generative model is a model for generating all values for a 

phenomenon, both those that can be observed in the world 

and "target" variables that can only be computed from those 

observed. Some popular generative models are: Naive 

Bayes, Hidden Markov Models, Latent Dirichlet Allocation, 

Boltzmann Machines. Generative model can be used to 

perform prediction. 

III. STATISTICAL INFERENCE MODEL FOR COMMUNITY 

DETECTION 

Communities in a graph can be identified by  

 grouping nodes or vertices (known as vertex community) 

 grouping links or edges (known as edge community) 

In this paper we will discuss vertex community based 

models. 

 

Vertex community based models: 

1. Planted Partition Model: This model is a generative 

model for random graphs. A graph G = (V; E) generated 

according to this model has a hidden partition 𝑉1 , … . , 𝑉𝑘  

such that 𝑉1 ∪ 𝑉2 ∪ 𝑉𝑘 = 𝑉 𝑎𝑛𝑑 𝑉𝑖 ∩ 𝑉𝑗 = ∅ 𝑓𝑜𝑟 𝑖 ≠ 𝑗. If 

a pair of nodes u and v both lie in some 𝑉𝑖  , then, 

Pr[ 𝑢, 𝑣 ∈ 𝐸] = 𝑝 otherwise Pr[ 𝑢, 𝑣 ∈ 𝐸] = 𝑝. Thus, 

in the planted partition model, if u and v are two nodes in 

the same cluster, then their expected degrees are equal. 

In the planted partition problem, we are given a graph G 

generated by the planted partition model, and our goal is 

to find the hidden partition 𝑉1, … . , 𝑉𝑘  with high 

probability over graphs generated according to this 

model. There are various algorithms/methods developed 

on this model with complexity 𝑂(𝑁). 

Algorithms/methods developed: 

 Condon and Karp [27], present a simple, linear-time 

algorithm for the graph l-partition problem and 

analyze it on a random ―planted l-partition" model. In 

this model, the n nodes of a graph are partitioned into 

l groups, each of size n=l; two nodes in the same 

group are connected by an edge with some 

probability p, and two nodes in different groups are 

connected by an edge with some probability r < p. 

They show that if 𝑝 − 𝑟 ≥ 𝑛−
1

2
+𝜖

 for some constant 

𝜖, then the algorithm finds the optimal partition with 

probability 1 − exp(−𝑛⊝ 𝜖 ) .  

 Boppana [28] provide the algorithm based on 

computing eigenvalues and eigenvectors of matrices 

associated with the graph and ellipsoid algorithm, 

which is able to compute a lower bound for the 

bisection width and equals it for a class of random 

graphs. It is worth emphasizing that Boppana 

produces the optimal bisection. His algorithm with 

probability 1 − 𝑂(𝑛−1) finds the minimum bisection 

for graphs in 𝐺𝑛𝑚𝑏  with 
1

2
𝑚 − 𝑏 ≥

5

2
 𝑚𝑛 log 𝑛. 

 Jerrum and Sorkin [29], they extend the study of the 

Metropolis algorithm to the problem of graph 

bisection, i.e., finding a partition of the vertex set of 

an undirected graph into two equal-sized sets so that 

the number of crossing edges is minimized. They 

states that with overwhelming probability the 

Metropolis process will converge to the unique 

minimum bisection in time about 𝑂(𝑛2) provided 

∆ > 11/6. 

 McSherry [30] provided the planted partition 

problem. He provides a spectral algorithm to recover 

the planted partitions by using a projection of the 

nodes onto the top k eigenspace of the adjacency 

matrix. However, McSherry‘s work (McSherry, 

2001) and those of his predecessors only address the 

case when all vertices in the same cluster have the 

same expected degree, and this method fails to 

recover the correct partition in graphs generated by 

the extended planted partition model when the degree 

distribution is too skewed [31].  

 

2. Newman’s Mixture Model [32]: This model is a 

stochastic one that parameterizes the probability of each 

possible configuration of group assignments and edges. 

They define 𝜃𝑟𝑖  to be the probability that a (directed) 

link from a particular vertex in group r connects to 

vertex i. In the World Wide Web, for instance, 𝜃𝑟𝑖  would 

represent the probability that a hyperlink from a web 

page in group r links to web page i. In effect 𝜃𝑟𝑖  

represents the ‗‗preferences‘‘ of vertices in group r about 

which other vertices they link to. In their approach it is 

these preferences that define the groups: a ‗‗group‘‘ is a 

set of vertices that all have similar patterns of connection 

to others. This method was further extended to 

undirected networks. He used expectation–maximization 

(EM) algorithm to implement this model. There are 

various algorithms/methods developed on this model 

https://en.wikipedia.org/wiki/Model_selection
https://en.wikipedia.org/wiki/Community_structure#cite_note-25
https://en.wikipedia.org/wiki/Community_structure#cite_note-25
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with complexity𝑂(𝐾𝐿), here K is number of  

communities and L is number  of  edges  of  the  

network. 

Algorithms/methods developed: 

 Yang, Sato, and Nakagawa [33] implemented EM-

algorithm by Newman. They treated each vertex in 

the network as one party i.e. n-vertices become n-

parties and assume that the network is connected. He 

performed his algorithm in two steps known as E-

step and M-step. Time complexity is 𝑂(𝑅𝐶(𝐾 +

log𝐾 𝑛)), where R –  rounds for E-step and M-step, C 

– in E-step each party i performs protocol1 for all its 

children C times, K – maximum vertex degree, n – 

number of vertices. 

 Vazquez [34][35] taking inspiration from mixture 

models, work on the Bayesian formulation of the 

problem of finding hypergraph communities. 

 Mungan and Ramasco [36], their approach naturally 

allows for the identification of the key elements 

responsible for the grouping and their resilience to 

changes in the network. Given the generality of the 

assumptions underlying the statistical model, such 

nodes are likely to play special roles in the original 

system. They illustrate this point by analyzing several 

empirical networks for which further information 

about the properties of the nodes is available. The 

search and identification of stabilizing nodes 

constitutes thus a novel technique to characterize the 

relevance of nodes in complex networks. 

 

3. Mixed  Membership  Model [37]: Mixed-membership 

models capture that  

 Each group of data is built from the same 

components or, from a subset of the same 

components.  

 How each group exhibits those components varies 

from group to group. Thus the model captures 

homogeneity and heterogeneity. 

This involves the following (generic) generative process,  

1. Draw components β
k

~f(. |n). 

2. For each group i:  

(a) Draw proportions θi  ~ Dir(α).  

(b) For each data point j within the group:  

i. Draw a mixture assignment  zij  ~ Cat(θi).  

ii. Draw the data point 𝑥𝑖𝑗  ~ 𝑔(. |𝛽𝑧𝑖𝑗
). 

Algorithms/methods based on this method have 

complexity of 𝑂(𝐾𝑁2), where K – number of 

communities and N – number of nodes in network. 

 

Algorithms/methods developed: 

 Psorakis, et. al.[38][39] provide soft partitioning 

solutions, each node is associated with a membership 

distribution over communities, describing its degree 

of participation to each module and used Bayesian 

non-negative matrix factorization model. 

 Parkkinen et al.[40] developed a model in which, the 

Bernoulli parameters of mixed membership 

stochastic block model [50] in the cells of the 

contingency table are replaced by a multinomial over 

all the cells. The model is able to generate multiple 

links for pairs of nodes, but on sparse graphs where 

the proportion of linked pairs p is small, the number 

of doubly linked pairs is on the order of p
2
, that is, 

vanishingly small, and the multinomial 

parameterization approximately corresponds to the 

Bernoulli parameterization. 

 Blei, and Jordan[41], describe latent Dirichlet 

allocation (LDA), a generative probabilistic model 

for collections of discrete data such as text corpora. 

LDA is a three-level hierarchical Bayesian model, in 

which each item of a collection is modeled as a finite 

mixture over an underlying set of topics. Each topic 

is, in turn, modeled as an infinite mixture over an 

underlying set of topic probabilities. They present 

approximate inference techniques based on 

variational methods and an EM algorithm for 

empirical Bayes parameter estimation.  

 Cohn and Chang [42] they describe a model of 

document citation that learns to identify hubs and 

authorities in a set of linked documents such as pages 

retrieved from the World Wide Web or papers 

retrieved from a research paper archive. Their model 

provides probabilistic estimates.  

 Erosheva and Fienberg [43] developed general 

mixed-membership model that relies on four levels of 

assumptions: population, subject, latent variable and 

sampling scheme. The next assumption is whether 

the membership scores are treated as fixed or random 

in the model. Finally, the last level of assumptions 

specifies the number of distinct observed 

characteristics (attributes) and the number of 

replications for each characteristic.  

 Yang et al.[44][45][46] present a probabilistic model 

for directed network community detection that aims 

to model both incoming links and outgoing links 

simultaneously and differentially. They introduce 

latent variables node productivity and node 

popularity to explicitly capture outgoing links and 

incoming links, respectively. We derive efficient EM 

algorithms for computing the maximum likelihood 

solutions to the proposed models.  
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 Nallapati et  al.,  [47] they present two different 

models called the Pairwise-Link-LDA  and the Link-

PLSALDA models. The Pairwise-Link-LDA model 

combines the ideas of LDA [41] and Mixed 

Membership Block Stochastic Models [48] and 

allows modelling arbitrary link structure. Link-

PLSALDA model combines the LDA and PLSA 

models. 

4. Mixed Membership Stochastic Block Model 

[49][50]: Airoldi et  al. introduced mixed 

membership stochastic block models, a novel class 

of latent variable models for relational data. They 

represent observed relational data as a graph G = 

(N, Y), where Y (p, q) maps pairs of nodes to 

values, that is, edge weights and consider binary 

matrices, where 𝑌 𝑝, 𝑞 ∈ {0,1}. Graph G = (N, Y) 

was drawn from the following procedure. 

 For each node 𝑝 ∈ 𝑁 : 

– Draw a K dimensional mixed membership 

vector  𝜋   𝑝  ~ Dirichlet (𝛼 ) . 

 For each pair of nodes   𝑝, 𝑞 ∈ 𝑁 × 𝑁 : 

– Draw membership indicator for the initiator 

,𝑧  𝑝→𝑞~ Multinomial (𝜋   𝑝). 

– Draw membership indicator for the 

receiver, 𝑧  𝑞→𝑝~ Multinomial (𝜋   𝑞). 

– Sample the value of their interaction, 

𝑌 𝑝, 𝑞 ~ Bernoulli(𝑧  𝑝→𝑞  𝐵 𝑧  𝑞→𝑝). 

Further they state, statistically each node is an 

admixture of group-specific interactions. The two 

sets of latent group indicators are denoted by 

 𝑧  𝑝→𝑞 ∶ 𝑝, 𝑞 ∈ 𝑁 = : 𝑍→ and  𝑧  𝑝→𝑞 ∶ 𝑝, 𝑞 ∈ 𝑁 =

: 𝑍←. The joint probability of the data Y and the 

latent variables {𝜋   1:𝑁 , 𝑍→, 𝑍←} was given by  

𝑃 𝑌, 𝜋   1:𝑁 , 𝑍→, 𝑍← 𝛼 , 𝐵 =

  𝑃 𝑌 𝑝, 𝑞  𝑝 ,𝑞 𝑧  𝑝→𝑞 , 𝑧  𝑝←𝑞 , 𝐵)𝑃 𝑧  𝑝→𝑞  𝜋   𝑝 𝑃 𝑧  𝑝→𝑞  𝜋   𝑞  𝑃(𝑝 𝜋   𝑞 |𝛼 )  

 The data can be thought of as a directed graph. 

This model provides exploratory tools for scientific 

analyses in applications where the observations can 

be represented as a collection of unipartite graphs. 

The nested variational inference algorithm is 

parallelizable and allows fast approximate 

inference on large graphs. Algorithms/methods 

based on this method have complexity of 𝑂(𝐾𝑁2), 

where K – number of communities and N – number 

of nodes in network.  

 

5. Degree-Corrected Stochastic Block Model 

[51][52]: Karrer and Newman developed this 

model which generates networks with a given 

number n of vertices and undirected edges divided 

among a given number K of communities. And 

color each community with a different color. They 

parameterized the model by a set of parameters 𝜃𝑖𝑧  

, which represent the propensity of vertex i to have 

edges of color z. Here, 𝜃𝑖𝑧  is the expected number 

of edges of color z that lie between vertices i and j , 

they states that exact number being Poisson 

distributed about this mean value. The space 

required to store the parameter 𝜃𝑖𝑧  require 𝑂(𝑛𝐾) 

space. Given the true optimal values of 𝜃𝑖𝑧 , the 

optimal values of  𝑞𝑖𝑧 (𝑧) were given by 

𝑞𝑖𝑗  𝑧 =
𝜃𝑖𝑧𝜃𝑗𝑧

 𝜃𝑖𝑧𝜃𝑗𝑧𝑧

 

The optimal 𝜃𝑖𝑧  was given by 

𝜃𝑖𝑧 =
 𝐴𝑖𝑗 𝑞𝑖𝑗 (𝑧)𝑗

  𝐴𝑖𝑗 𝑞𝑖𝑗 (𝑧)𝑖𝑗

 

The overall complexity of this method is 𝑂(𝑁𝐾2), 

where K – number of communities and N – number 

of nodes in network. 

 

IV. CONCLUSIONS: 

By analysing these models we can conclude that they can be 

used to 

 Find overlapping  and  non-overlapping  communities 

 Find  the  relationship  matrix  between  the  community  

and  the generalized  community 

These generation models are implemented via EM algorithm 

so they have high complexity. The networks have 

hierarchical structure but the existing statistical inference 

model cannot consider the network structure. If the data sets 

have nature of traditional community detection, then these 

methods can not produce appropriate results. 
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