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Abstract: Data mining is a process that is used to retrieve the knowledgeable data from the large dataset. Information imparting around two 

associations will be basic done a large number requisition zones. As people are uploading their personal data over the internet, however the data 

collection and data distribution may lead to disclosure of their privacy. So, preserving the privacy of the sensitive data is the challenging task in 

data mining. Many organizations or hospitals are analyzing the medical data to predict the disease or symptoms of disease. So, before sharing 

data to other organization need to protect the patient personal data and for that need privacy preservation. In the recent year‟s privacy preserving 

data mining has being received a large amount of attention in the research area. To achieve the expected goal various methods have been 

proposed. In this paper, to achieve this goal a pre-processing technique i.e. k-means clustering along with anonymization technique i.e. k-

anonymization and t-closeness and done analysis which techniques achieves more information gain. 
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I. INTRODUCTION 

Data mining aims to retrieve a useful or knowledgeable data 

from the large data repository. But privacy preservation 

means publishing the knowledgeable data along with 

hiding/protecting the sensitive data (personal data). 

Concerning illustration the aggregate utilization of 

information mining, vast information from claiming private 

majority of the data (data) would recurrently gathered 

Furthermore broke down. Such information hold numerous 

shopping habits, restorative history, criminal records, kudos 

records and so forth throughout this way, observing and 

stock arrangement of all instrumentation may be etc [1].  

And these data are the important asset to the governments 

and business organization for conclusion making process 

and to deliver social benefits such as health research, 

nationwide security etc. This is mostly concern through 

government agencies, insurance companies, hospitals and 

others that have information they would like to issue to 

researchers.Every record takes a number of attributes which 

can be separated into 3 categories: I. Explicit identifiers 

which can identify people. II. Quasi identifier features 

whose values when taken can simply recognize entity‟s 

characteristics. III. Sensitive attributes which are considered 

as private and need not be revealed [2]. Different 

anonymization methods have been explored to guard the 

sensitive data of the people. Re-identification of the data 

does not deliver anonymity, as the out data too contain quasi 

identifiers can be used for re-identifying the information of 

people, thus dripping that data which is not planned to be 

revealed data leakage happens by synchronization of quasi 

identifiers and outsideinformation. Thus, the main aim is to 

bind the expose risk towards an acceptable level. So, it can 

be reached by anonymizing the data previously discharging 

it. 

Distribution of anonymization techniques: data 

anonymization is defined as the use of one or more 

techniques designed to make it difficult to identify the 

sensitive/personal information from the stored data set. Fig. 

1.Showstypes of anonymization methods. 

 

 

 

 

Fig. 1. Classification of anonymization techniques [2] 

II. METHODOLOGY 

K-anonymity: Once liberating micro information for 

Scrutinize intention, particular case wishes to bind uncover 

dangers to a palatable stage if expanding information 

convenience [1]. In the heading about bound uncover risk, 

there need been exhibited k-anonymity security necessity, 

that needs each distinct passage over a anonym zed table 

with make unintelligible through in any event k-1 additional 

Anonymization Method 

“K-Anonymition“ “L-Diversity“ “T-Closeness“ 
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entrance inner of the information set, for admiration to 

quasi-identifier qualities. On the way with accomplish the k-

anonymity state, they utilized commonly generalization 

likewise concealment to the information anonymization. 

Anonymization may be the system that dispenses with 

Overall substitute‟s uniqueness information starting with a 

record. 

Fig 2.Displays micro data table. Fig. 3.Displays voter‟s 

registration information. Fig. 4.Displays a sample of 2-

anonymous generalization designed for Fig. 2. By the voter 

registration list, an opponent will individual conclude that 

Jim might be the person involute in the primary two tuples 

of Figure 4, else consistently, the actual disease of Jim stays 

exposed individual by probability 50%. 

ID Age(yr) Gender Zip Code Disease 

1 14 F 85651 Cough  

2 13 F 85654 Cough 

3 12 F 85957 Toothache 

4 29 M 85959 Headache 

Fig. 2. Micro data [1] 

ID Name Age(yr) Gender Zip code 

1 Jim 14 F 85651 

2 Jaya 13 F 85654 

3 Timi 12 F 85957 

4 Luv 29 M 85959 

Fig. 3. Voter Registration List [1] 

ID Age(yr) Gender Zip Code Disease 

1 1* F 856** Cough  

2 1* F 856** Cough 

3 1* F 859** Toothache 

4 2* * 859** Headache 

Fig. 4. A-2 Anonymous Table [1] 

The micro data may contain 4 categories of attributes that is 

explicit identifiers, quasi identifiers (QIs), sensitive 

attributes (SAs), non-sensitive attributes [11]. K-anonymity 

protects in contradiction of individuality expose; it does not 

offer enough guard in contradiction of attribute expose [7]. 

Dual eruptions were recognized homogeneity attack & 

background knowledge attack. Linking attack is performed 

by taking exterior tables holding the individualities of 

persons, & some otherwise entirely of the public attributes. 

L-diversity: It efforts to guard in contrast to attribute 

disclosure by taking „l‟ discrete standards aimed at 

individually sensitive feature in a set of queues in mixture 

along with further features [5]. L-diversity stands a real-

world, easy to know, & reports the inadequacies of k-

anonymity by background knowledge & homogeneity 

attacks [12]. L-Diversity dose not needs information of the 

complete distribution of the sensitive & non-sensitive 

attributes. It doesn‟t need the information producer to take 

as considerable data as the enemy. The limit guards against 

well-informed enemies; the bigger the value of l, further the 

data is required to rule out probable standards of the 

sensitive attributes [12]. Different enemies can have 

dissimilar background information leads to dissimilar 

inferences. L-Diversity at the same time guards in contrast 

to all of them without the necessity for inspection which 

implications can be made with which stages of background 

knowledge. It has 3 kinds that is recursive l-diversity, 

entropy based diversity & distinct l-diversity [5].  

T-closeness: Those comparability population will be 

assumed on detract t-closeness accepting that those 

separation around spreading of a delicate characteristic in 

the class & spreading of the delicate characteristic in the 

whole table may be not additional over an edge „t‟. Table 

may be assumed should need t-closeness if wholly 
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comparability classes detract t-closeness [7]. The„t‟ 

parameter done t-closeness empowers you quit offering on 

that one should tradeoff the middle of utility and security. T-

closeness anonymity procedure sustains subsequent 

property: the detachment among the spreading to 

informative attribute from thegroup&spared sensitive 

featurefor an whole data set and it‟s not extra than the 

threshold „t‟. t-closeness method too is vulnerable to 

skewness & similarity attacks. Writers hastoo cited that if 

threshold„t‟data will be enlarged, then diminishes t-

closeness possessions & weakens the connection among key 

attributes and sensitive attributes [5].Thus, decided that 

defending data secrecy is a significant matter while 

gathering micro data. The k-anonymition can be struggle 

relatives attacks, L-diversity know how to struggle in 

contrast to standardized attacks, t-closeness resolve bright 

with lessen the data damage. 

III. PROPOSED METHOD 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 5: Proposed Block Diagram 

K-meansgrouping:Grouping is the procedure of dividing a 

cluster of data factsaddicted to a minorno. of groups.This 

method commonly used in the automatically partition a data 

set into k groups.  

 

 

 

 

 

 

 

 

 

 

 

Fig 6: Flow diagram of k-means clustering 

K-anonymization:AssumedPeople‟s structure data, make 

theissue of the data bytechnicalpromises.For thedifferent 

personsthat are whofor subjects of the information can't 

make re-identified same time those information stay 

practically suitable. 
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k-anonymitionmethod for the k‟s value: 

1. Generalization: Level of detail in dataset is reduced. 

Make less informative or replace the attribute value with its 

more generalized value. 

Example: Replacing the age class with a particular range i.e. 

if age is 22 then it can be replaced with range of 20-24. 

2. Suppression: The value of attribute is completely 

removed. 

Example: In this the whole value, will be replaced with 

some symbol such as “*” or “?”. 

 

t-closeness:Asimilaritycls is supposed to be t-closeness then 

the spaceamong themsupply of a sensitive attribute 

tothatclsforspreading of attribute to the entire table is 

num.additionalwiththe threshold value t. 

 

EMD (Earth mover separation) obliges that those 

separation between those two probabilistic circulations will 

be subordinate upon those ground distances around the 

values of a trait. The primary point for EMD will be that it 

has the ability should catch those semantic separation 

between values. The separation between two probabilistic 

circulations might be measured utilizing world Mover‟s 

separation (EMD). EMD obliges that the separation the 

middle of the two probabilistic circulations will a chance to 

be indigent upon those ground distances around those values 

about a trait. To numerical attributes, the common request 

might make used to measure such separation. Give X=(x1, 

x2,…. ,xn), Y=(y1, y2,…. , yn) make the provided for two 

circulations Also d_ij make the ground separation the 

middle of those component i about X What's more 

component j for Y. Whether the component 1 need an 

additional measure of x1-y1, then the measure about y1- x if 

make transported starting with different components of the 

component 1. Also also, component 1 is transported from 

component 2. After that component 1 is fulfilled What's 

more component 2 need an additional measure of (x1-y1) + 

(x2-y2).The over depicted transform proceeds until 

component m is fulfilled and Y may be arrived at. Lesvos rk 

= xk-yk, (k=1, 2. N)At that point the separation the middle 

of X what‟s more Y could make computed as. 

D[X Y]= 
1

𝑛−1
(“|𝑟1 |+|𝑟1 + 𝑟2 |+ ………+ |𝑟1+ 𝑟2+ 𝑟𝑛−1|“) 

 n=k 

= 
1

𝑛−1
 |  𝑟𝑗 |, k=1, j=1 [1] 

   

For categorical several distances are proposed according to 

the type of categorical attribute under consideration. 

D [X Y] = 
1

2
 | 𝑥𝑖 − 𝑦𝑖 |, i=1 [2] 

q=[2000,3000,4000,5000,6000,7000,8000,9000,10000,1100

0]p1=[2000,3000,4000,5000] 

p2=[7000,8000,9000,10000] 

D(q,p1)=0.3889 

D(q,p2)=0.211 

 

Experimental Parameters:   

Information Gain(S) defined as 

Info Gain (v) = I (Rs)- 
|Rs |

|Rv |𝑐   I(Rc), [3] 

Where s is for child (s) 

Rv is maximum number of records in particular class 

Where I (Ry) is the entropy 

I (Ry) = - 
𝑓𝑟𝑒𝑞  𝑅𝑦 ,𝑐𝑙𝑠 

|𝑅𝑦 |
 ×  𝑙𝑜𝑔2  𝑓𝑟𝑒𝑞 

𝑓𝑟𝑒𝑞  𝑅𝑦 ,𝑐𝑙𝑠 

|𝑅𝑦 |𝑐𝑙𝑠 , [4] 

Where Rx is total number of records and 𝑓𝑟𝑒𝑞 𝑅𝑦, 𝑐𝑙𝑠  is 

the no. of data records in Ry having class Anonymity loss is 

defined as, 

AnonyLoss (s)= 𝑎𝑣𝑔 {𝐴 𝑉𝐼𝐷𝑗  − 𝐴𝑣 𝑉𝐼𝐷𝑗  }, [5] 

Where, VID is the total number of records and Av is number 

of records of particular class 

Score(v)=  

𝐼𝑛𝑓𝑜𝐺𝑎𝑖𝑛 (𝑣)

𝐴𝑛𝑜𝑛𝑦𝐿𝑜𝑠𝑠 (𝑣)
    𝑖𝑓  𝐴𝑛𝑜𝑛𝑦𝐿𝑜𝑠𝑠 ≠   0

𝐼𝑛𝑓𝑜𝐺𝑎𝑖𝑛 𝑣                𝑜𝑡𝑕𝑒𝑟𝑤𝑖𝑠𝑒      

   , [6] 

 

IV. EXPERIMENTAL AND ANALYSIS 

 

 
Fig 7: k-anonymization 
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Fig 8: t-Closeness 

 
Fig 9: EMD Calculation 

 
Fig 10: table Closeness 0.025000 

 

Table 1: Parameters 

Methods Information 

Gain 

Anonymity 

Loss 

Score 

k-Anonymization 0.75229 1917 0.00040195 

t-Closeness 0.82255 1586 0.00051253 

 
Fig 11: Information Gain 
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Fig 12: Anonymity Loss 

 

V. CONCLUSION 

Confidentiality is the major disquiet to protect the sensitive 

data. People are aware of their sensitive infoand they don‟t 

want to share to anybody. The anonymization algorithm are 

used reduced information loss and increase the privacy 

protection. . t-closeness, isneedsforsharing sensitive attribute 

in any sameness class is near todelivery for attribute contain 

overall table data (i.e., the distance to a2-allocationsnot to be 

excite threshold t). It‟s provide better privacy, security and 

encryption to the system.In privacy preservation comparing 

the information gain and anonymity loss for k-

anonymization and t-Closeness(numerical attribute) has 

been done on the quasi-identifier attribute and conclude that 

the information gain will be more and anonymity loss will 

be less in t-Closeness compared to k-anonymization.  
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