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Abstract: Radial Basis Function (RBF) is a type of feed forward neural network .This function can be applied to interpolation, chaotic time-

series modeling, control engineering, image restoration, data fusion etc. In RBF network, parameters of basis functions (such as width, the 

position and number of centers) in the nonlinear hidden layer have great influence on the performance of the network. Common RBF training 

algorithms cannot possibly find the global optima of nonlinear parameters in the hidden layer, and often have too many hidden units to reach 

certain approximation abilities, which will lead to too large a scale for the network and decline of generalization ability. Also, RBF neural 

network has the advantages of adaptive and self-learning ability, but it is difficult to determine the number of hidden layer neurons, and the 

weights learning ability from hidden layer to the output layer is low; these deficiencies easily lead to decreasing learning ability and recognition 

precision. Secondly, the Swarm Intelligence Algorithms are (Meta-Heuristic) development Algorithms, which attracted much attention and 

appeared its ability in the last ten years within many applications such as data mining, scheduling, improve the performance of artificial neural 

networks (ANN) and classification. So, in this paper the work of  Artificial Bee Colony (ABC), Genetic algorithm(GA), Particle swarm 

optimization(PSO) and Bat algorithm(BA) have been reviewed, which optimized the RBF neural network in their own terms. 
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I. Introduction 

Radial basis function  

Neural networks are non-linear statistical data 

modeling tools and can be used to model complex 

relationships between inputs and outputs or to find 

patterns in a dataset. RBF[9] network is a type of 

feed forward neural network composed of three 

layers, namely the input layer, the hidden layer 

and the output layer. Each of these layers has 

different tasks. A general block diagram of an 

RBF network is as depicted in Figure 1 below: 

 
Figure 1 : Block Diagram of RBF 

In RBF networks, the outputs of the input layer 

are determined by calculating the distance 

between the network inputs and hidden layer 

centers. The second layer is the linear hidden layer 

and outputs of this layer are weighted forms of the 

input layer outputs. Each neuron of the hidden 

layer has a parameter vector called center. 

Therefore, a general expression of the network 

can be given as 

--(1) 

The norm is usually taken to be the Euclidean 

distance and the RBF is  also taken to be Gaussian 

function and defined as follows: 

  -(2) 

Where, 

I   Number of neurons in the hidden layer  i€{1,2,…..I} 

J   Number of neurons in the output layer j€(1,2,……J} 

wij   weight of the ith neuron and jth output 

Ф   Radial Basis Function 

ai     Spread parameter of the ith neuron 



International Journal on Future Revolution in Computer Science & Communication Engineering                                       ISSN: 2454-4248 
Volume: 3 Issue: 10                                                                                                                                                              49 – 57 

_____________________________________________________________________________________ 

50 

IJFRCSCE | October 2017, Available @ http://www.ijfrcsce.org                                                                 

______________________________________________________________________________ 

x    input data vector 

ci      center vector of the ith neuron 

βj     bias value of the output jth neuron 

ŷj      network output of the jth neuron 

 

Figure 2 :  Network Architecture of RBF 

The detailed architecture of an RBF network is 

shown above in Figure 2. M -dimensional inputs 

(x1,…,xm) are located in the input layer, which 

broadcast the inputs to the hidden layer. The 

hidden layer includes I neurons and each neuron 

in this layer calculates the Euclidean distance 

between the centers and the inputs. A neuron in 

the hidden layer has an activation function called 

the basis function. In the literature, the Gaussian 

function is frequently chosen as the radial basis 

function and it has a spread parameter to shape the 

curve (α1,…,αi). The weighted (w11,…,wij) outputs 

of the hidden layer are transmitted to the output 

layer. Here, I (i ∈ {1,2,…,I}) denotes the number 

of neurons in the hidden layer and J (j ∈ 

{1,2,…,J}) denotes the dimension of the output. 

The output layer calculates the linear combination 

of hidden layer outputs and bias parameters 

(β1,…,βj). Finally, the outputs of the RBF network 

are obtained (ŷ1,…,ŷj). 

The design procedure of the RBF neural network 

includes determining the number of neurons in the 

hidden layer. Then, in order to obtain the desired 

output of the RBF neural network w, α, c 

and β parameters might be adjusted properly. 

Reference based error metrics such as mean 

square error (MSE) or sum square error (SSE) can 

be used to evaluate the performance of the 

network. Error expression for the RBF network 

can be defined as follows: 

 -(3) 

Here, yj indicates the desired output 

and ŷj indicates the RBF neural network output. 

The training procedure of the RBF neural network 

involves minimizing the error function. 

Radial Basis Function Network Model 

The RBF network topological structure is shown 

below in Figure3. The network consists of three 

layers, namely the input layer, radial basic 

function hidden layer and output layer. The input 

part does not transform the signals but only 

dispatches the input vector to the radial basic 

layer. The function in a hidden layer node (also 

called nucleus function) responds partly to the 

input signals, i.e. when the input function is close 

to the center range of the nucleus function, the 

hidden layer will produce a larger output. The 

output layer makes output values through a linear 

combination of outputs from the hidden layer. 

 

Figure 3: Structure of RBF neural network 

Here input vector X= ;Ci-the 

center of RBF neural network, a constant vector 

with the same dimension as X;R-the dimension of 

input network ,M-neurons number of hidden  
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layer; - RBF , -Eucledian distance 

between X and Ci; j -output node ,j=1,2,…..,P; 

Wij-the  weight value which connected the i
-th

 

hidden node with j
-th

 output node. 

As shown above in the Figure 3, ideal output yj 

(j=1,2,,…,P), the actual output  and the 

weight value of the output layer Wij can be 

obtained by RBF neural network. 

Choosing Gaussian function 

  

as  RBF , the actual output is calculated by 

the following formula: 

-(4) 

Then, the weight value Wij is adjusted to satisfy 

the following formula, from which the final result 

of the RBF neural network can be obtained. 

--(5) 

 

II. Literature Survey 

A. RBF Neural network trained using ABC 

firefly algorithm 

Tuba kurban.et.al [9] suggested that training of an 

RBF neural network can be obtained with the 

selection of the optimal values for the following 

parameters: 

 weights between the hidden layer and the 

output layer (w) 

 spread parameters of the hidden layer base 

function (α) 

 center vectors of the hidden layer (c) 

 bias parameters of the neurons of the 

output layer (β) 

The number of neurons in the hidden layer is very 

important in neural networks. Using more neurons 

than that is needed causes an over learned network 

and moreover, increases the complexity. 

Therefore, it has to be investigated how the 

numbers of neurons affect the network’s 

performance. 

The individuals of the population of ABC include 

the parameters of the weight (w⃗ ), spread (α⃗ ), 

center (c⃗ ) and bias (β⃗) vectors. An individual of 

the population of ABC algorithm can be expressed 

as: 

                   Pi=[w⃗   α⃗   c⃗   β⃗ ]---(6) 

The quality of the individuals (possible solutions) 

can be calculated using an appropriate cost 

function. In the implementation, SSE between the 

actual output of the RBF network and the desired 

output is adopted as the fitness function: 

                  f = ESSE           ----(7) 

B. RBF Neural network trained using 

Genetic Algorithm(GA) 

 

Figure 4: The flowchart of GA-RBF algorithm[10] 
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Weikuan Jia.et.al[10] have  suggested some steps 

of GA-RBF neural network. 

The GA–RBF algorithm neural network basic 

steps are described as follows: 

Step1: Set the RBF neural network, according to 

the maximum number of neurons in the hidden 

layer; using K-clustering algorithm to obtain the 

center of basis function to calculate 

the width of the center. 

Step2:   Set the parameters of GA, the population 

size, crossover rate, mutation rate, selection 

mechanism, crossover operator, mutation 

operator, the objective function error, and the 

maximum number of operations. 

Step3: Initialize population P randomly; its size is 

N (the number of RBF neural network is N); the 

corresponding network to each individual is 

encoded by formula 

 

Step 4: Use the training sample to train the initial 

constructed RBF neural network, whose amount is 

N; use formula  to 

calculate the network’s output error E. 

Step 5:According to the training error E and the 

number of hidden layer neurons s , use 

 to calculate 

corresponding chromosome fitness to each 

network. 

Step 6: According to the fitness value , sort the 

chromosome; select the best fitness of the 

population, denoted by Fb; verify E<Emin or 

G>Gmax ;if yes, turn to Step 9;otherwise turn to 

Step 7. 

Step 7: Select several best individual to be 

reserved to the next generation NewP directly. 

Step 8: Select a pair of chromosomes for single-

point crossover, to generate two new individuals 

as members of next generation; repeat this 

procedure, until the new generation reaches the 

maximum size of population Ps; at this time the 

coding will be done separately. 

Step9: Mutate the population of new generation; 

binary coding part and real number coding part 

should use different mutation strategies. Then the 

new population is generated; set P=NewP, 

G=G+1, return to step 4. 

Step 10: Get the optimal neural network structure, 

and the iteration of genetic algorithm is 

terminated, which means the optimizing stopped. 

Step 11: The new neural networks weight 

learning is not sufficient, so use LMS method to 

further learn the weights. End of the algorithm. 

C. RBF Neural Network Based on Particle 

Swarm Optimization 

Yuxiang Shao.et.al [12] stated that an RBF neural 

network, whose parameters including clustering 

centers, variances of Radial Basis Function and 

weights are optimized by PSO algorithm. 

Therefore it has not only simplified the structure 

of RBF neural network, but also enhanced training 

speed and mapping accurate. The performance 

and effectiveness of the proposed method are 

evaluated by using function simulation and 

compared with RBF neural network. The result 

shows that the optimized RBF neural network has 

significant advantages inspect of fast convergence 

speed, good generalization ability and not easy to 

yield minimal local results. 

 

https://www.hindawi.com/78284201/
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In [12] a hybrid RBF training method combining 

PSO algorithm is proposed. In this method, PSO 

algorithm is used to determine the structure and 

parameters in RBF hidden layer, and RBF linear 

output weights as well. The experiments showed 

that this method improved effectively the 

convergence speed of the algorithm and 

overcomes the problem of immature convergence, 

and the method integrating RBF network and PSO 

algorithm are effective and feasible. 

In the paper written by Yuxiang Shao.et.al [12] 

PSO algorithm uses real-coded , makes Ci,  

 And wij of RBF network as a  particle.The whole 

integration step is summarized as following: 

Step1: Initialize swarm, including swarm size, 

each particle’s position and velocity; give initial 

value:wmax , wmin and generation=0. 

Step 2: Set the range of wij is [wmin,wmax] makes 

Ci, , and wij of RBF network as a particle. 

Thus, build the initial swarm. 

Step 3:Calculate individual firtness, decode the 

individual, assign them to  Ci, , and wij of RBF 

network. Calculate the study sample’ output error. 

The fitness of  particle a is defined as: 

-(8) 

Where ,yij is calculated output of individual 

network I, tij is the expected output , n is the 

number of training set examples, and P is the 

number of output nodes. 

Step 4: Determine whether meet the conditions to 

terminate the algorithm. 

Step5: If it meets the condition , it will go to step 

6, else generate next swarm by PSO algorithm, 

find new Pi and Pg, update Pg of the swarm and Pi 

of each particle , goto step3. 

Step6:Decode  the optimal individual searched by 

PSO algorithm assign them to Ci, ,Wij  of 

RBF Network. 

D. RBF optimization using bat algorithm 

Ruba Talal [8] states that the process of training 

RBF network occurs using bat algorithm (BA) by 

choosing the optimal parameters of the weights 

between the hidden layer and the layer output (w) 

and the parameter spread (α) to function mainly in 

the hidden layer, Centers hidden layer (μ) and bias 

of the cells in a layer output (𝛽).  

The determine number of cells in the hidden layer 

is very important in RBF network, if the number 

of cells is few that leads to slow speed of 

convergence However, if number is a large that 

leads to the complexity of the network structure, 

so it was in the paper (2,3,4,5,7,11)choose the 

number of neurons in the hidden layer of the RBF 

network. The possible solutions are calculated by 

the fitness function (MSE).  

-(9) 

Figure 5 below shows the  BA algorithm for 

training the RBF network, where the algorithm 

begins to read the data set and then set the 

required parameters of the RBF network in terms 

of the number of hidden cells, and the maximum 

generations . The next step is to determine the 

parameters controlling of BA algorithm. In each 

generation, every particle evaluated based on a 

scale MSE as well as dependence on the values of 

w and μ and ß and α. 
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Figure 5: Improving Radial Basis function using Bat 

Algorithm(BA) 

III. Conclusion 

1) GA is population based evolutional 

optimization algorithm and it has been 

used for training RBF network.  It is more 

robust for finding the global minimum. 

However, population based methods have 

a disadvantage such as slow converging 

rate. ABC is an evolutional optimization 

algorithm that is inspired by the foraging 

behavior of honey bees. It is a very simple 

and robust optimization technique. The 

results show that the ABC algorithm is 

more robust than GA because of the 

changes in standard deviations. Average 

results of the training results show that the 

ABC algorithm is better than the other 

methods. Results show that randomly 

selected data do not affect the performance 

of the ABC algorithm. 

2)  Particle Swarm Optimization (PSO) is a 

relatively recent heuristic search method 

that is based on the idea of collaborative 

behavior and swarming in biological 

populations. PSO is similar to the Genetic 

Algorithm (GA) in the sense that they are 

both population-based search approaches 

and that they both depend on information 

sharing among their population members 

to enhance their search processes using a 

combination of deterministic and 

probabilistic rules. 

 

           

                Table 1: UCI Dataset [9] 

 

Figure 6: Control Parameters of GA[9] 

 

Figure 7: Control Parameters of ABC[9] 

In the experiments percent of correctly classified 

samples (PCCS) metric is used as the performance 

measure: 

-(10) 
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Table 2: Statistical PCCS results of Iris dataset [9] 

3) RBF neural network system which is 

optimized by PSO algorithm has better 

convergence rate and higher learning 

precision. Meanwhile RBF neural network 

system which is optimized by PSO 

algorithm can obtain better simulation 

results compared with RBF neural 

network. 

 
Figure 8: Training curve of RBF network[12] 

 

Figure 9: Training Curve of RBF network optimized by 

pso algorithm[12] 

4) Although the PSO algorithm has the power 

to find a Global Minimum, but its society 

has a slow rate of convergence in finding 

from optimal solution, therefore the Bat 

algorithm is better because it’s based on 

the principle of frequency tuning and 

change the emission rate of impulses 

which lead to the good affinity from ideal 

solutions, in addition to the creation 

process of a balance between exploration 

and exploitation and accelerate the training 

time, which led to increase network 

efficiency and reduce the fall errors and 

thus the algorithm is very efficient in 

multiple applications, such as image 

processing and clustering. 

 

Table3: shows the standard features of these data[8] 
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Table 4: Shows the (MSE) and (SD) & Time for PSO[8] 

 

Table 5: Shows the (MSE) &(SD)&Time for BA[8] 

 Table 4  and  Table 5 show that BA is better than 

PSO algorithm in the    classification of dataset 

Iris and Wine and plant Glass and achieve scale 

error and a standard deviation less than the PSO 

algorithm during a few time of training. 

5) Tables 6 illustrates that, from the training 

success rate (the success times within 50 

training times) aspect, GA optimized RBF 

algorithm is superior to the traditional 

RBF algorithm; from the training error and 

test error aspect, RBF and GA-RBF-L 

algorithm are equivalent, or slightly better 

than GA-RBF algorithm; from the 

operation time aspect, the operation time 

of GA optimized RBF algorithm is slightly 

longer, because running the genetic 

algorithm will take longer time; from the 

recognition precision aspect, the GA-RBF-

L algorithm’s classification precision is the 

best. 

 
Table 6:  Comparison of the performance of 

each algorithm for waveform database 
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