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Abstract:- In this paper, we present improved bat algorithm (BA) to solve hybrid flowshop scheduling (HFS) problem, which is a typi- cal NP-

hard combinatorial optimization problem with strong engineering production back- grounds. To make algorithms applicable in the HFS problem, 

we use smallest position value (SPV) rule to associate particles continuous property to discrete job order, greedy method to compute this job 

order to complete HFS schedule and rank selection rule for particles local search. Computation has three major outcomes: total iteration required 

to solve the problem, total computation time needed and total job completion time (JCT). Simulation results based on a variety of instances 

demonstrate the effectiveness, efficiency, and robust- ness of the algorithms. Comparison with particle swarm optimization (PSO) algorithm de- 

picts that BA gives better results and stable outcomes.  

Keywords:- Hybrid flowshop scheduling (HFS) problem, Bat Algorithm (BA), Particle Swarm Optimization (PSO) Algorithm. 
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I. INTRODUCTION 

Nowadays, It is very important to develop effective and efficient 

scheduling technologies and approaches, because production 

scheduling plays a key role in the manufacturing systems of an 

enterprise for maintaining a competitive position in the fast-

changing market. Flow shop or hybrid flow shop is very 

familiar in process industry such as the iron and steel industry 

and the chemical industry. The HFS problem can be seen as a 

mixture of the flowshop scheduling and the parallel machine 

scheduling, so it is more complex and difficult to be solved. 

Even when there are only two stages in the HFS, it is also NP-

hard [1]. In a HFS there is a set of production stages, where a 

stage includes some identical parallel machines (see Fig. 2). All 

jobs are processed in stages and pass through these stage in the 

same sequence. In each stage, a job can be processed on one and 

only one machine for only one time and assuming that infinite 

buffer capacities between two stages. The objective is to find a 

schedule so as to minimize a given performance measure such 

as makespan, total weighted completion time, maximum 

lateness, and so on. 

 

Fig. 1. Production Steps in the Iron & Steel Industry 

A review of related research on HFS, including processing 

complexity, scheduling criterion and scheduling approaches, can 

be found in Linn and Zhang [2]. Branch and bound (B&B) and 

heuristics are the two most  commonly employed approaches to 

HFS scheduling. 

Many other algorithms have been proposed to solve HFS 

problem, like tabu search [3], six heuristics [4], artificial 

immune system [5], genetic algorithm(GA) [6], PSO algorithm 

[7] [8] etc. In the paper [9], compared the perfor- mance of 

several meta-heuristics such as simulated annealing, tabu search 

and genetic algorithm for the HFS with sequence- dependent 

and machine-dependent setup times. We choose BA due to the 

promising behavior of the algorithm. In the paper [10], 

comparison of BA, GA, PSO and other algorithms, BA 

performed well than other algorithms. 

 

Fig. 2. Typical hybrid flowshop  

Most of the researches on the HFS are focused on the criterion 

of minimizing makespan. However, in re- cent years the 

criterion of minimizing total weighted completion time has 

started to draw more attention from researchers because it is 

more relevant and meaningful for todays dynamic production 

environment and directly related to important manufacturing 

logistics. In this paper we consider the HFS problem to 

minimize P the total completion time (shows as fintess function 

= min( Cj )). This paper is organized as follows: The 

significance of BA as well as the improvement strategies 
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incorporated with this algorithm is discussed in section II. 

Experiment and analysis are described in section III. Finally, 

section IV concludes the work. 

II. ALGORITHMS FOR HFS  

As one of the latest soft computing technique, the bat 

algorithm(BA) has been successfully applied in many problems 

such as the engineering design, classifications of gene 

expression data, ergonomic workplace problems etc. The 

experimental results showed that the BA have better 

performance as compared to GA, ACO, and PSO, whereas the 

hybrid BA(HBA) with varying neighbourhood search has 

outstanding performance. Due to the promising performance of 

BA, in this paper we develop an hybrid BA algorithm for the 

HFS problem.  

A. Smallest Position Value Rule  

Because of the consistent characters of the position qual- ities of 

particles in the BA and PSO, general result rep- resentation of 

HFS can’t be specifically embraced in the algorithms. To begin 

with instate the particles with some arbitrary numbers, then 

change over this particles to discrete job request π as π
t
i = { π

t
i1 , 

π
t
i2 , ..., π

t
in }. In which π

t
ij signify the employment organized in 

j
th

 position. Table I portrays the  π
t
ij  

Dimention j 1 2 3 4 5 6 7 8 

xti
j
 0.54 -0.75 

-

1.02 

-

0.41 
0.92 -1.2 

0.2

3 

0.1

2 

Job πij
t
 6 3 2 4 8 7 1 5 

 

well. The j
th

 position depend on upon the particles sorted 

expanding request.  

B. Basic PSO Algorithm  

Particle swarm optimization (PSO) algorithm is a compu- tation 

technique which mimics the behavior of flying birds and the 

means of exchanging information about their environment with 

one another. The population of PSO is called a swarm and each 

individual in the population of PSO is called a particle. The 

particles are controlled by the following equations:  

Vid(K+1) = ωVid(k)+c1r1((pid(k) – xid(k))      + 

c2r2((pgd(k) - xid(k))   (1)  

xid(K + 1) = xid(k) + Vid(k + 1)  (2)  

where i=1,2,...,m; m is the number of particles in swarm and 

d=1,2,...,D; D is the dimension of the particle; pid is the best 

position found by that particle so far; pgd is the best position 

found by any particle so far; v is the velocity of particle in a 

single dimension; x is the position of particle in a single 

dimension; k is the iteration number; ! is the inertial constants; 

c1 , c2 are acceleration constants; r1 , r2 are random numbers 

evenly distributed between [0,1].  

C. Greedy Method  

Take π as the expanding request of these n jobs in the first stage 

and build the relating complete schedule of HFS utilizing an 

greedy technique. That is, in PSO, the result is spoken to as the 

occupation stage rather than a complete complex HFS plan. 

Through this strategy, the result representation gets simple and 

the algorithms can then be pertinent and particle update 

equation, but PSO algorithm need to store previous iteration 

data for calculating particle best position. Thus PSO takes more 

space and time compare to BA.  

 in HFS. Algorithm- 1 depicts the greedy method step by step.  

Algorithm 1: Greedy Method  

1: Set j=1  

2: while(j≤S)do  

3:     Take π
t
i as the increasing order of these n    jobs in the 

first stage.  

4:    Set k=Mj,and assign the first k jobs in π
t
i on the Mj 

machines.  

5:    Calculate the completion time of each job and update the 

first available machine in stage j and set k = k + 1  

6:     while (k ≤ n ) do  

7:          assign π
t
ik on first available machine in stage j. 

8:          Calculate the completion time of each job and 

reupdate the first available machine in stage j. 

9:          Set k = k + 1  

10: Set j = j + 1  

 

Since this development strategy is a sort of greedy heuristic, the 

got effect is just a close-ideal schedule. With the complete 

calendar, the destination quality of this timetable could be then 

effectively decided.  

D. Bat Algorithm  

Bat algorithm has been developed by Xin-She Yang in 2010 

[11]. The algorithm exploits the so called echolocation of bats. 

Bats use sonar echoes to detect and avoid obstacles. It is 

generally known, that sound pulses are transformed to 

frequency which reflects from obstacle. Bats can use time delay 

from emission to reflection and use it for navigation. They 

typically emit short loud, sound impulses. The pulse rate is 



International Journal on Future Revolution in Computer Science & Communication Engineering                                       ISSN: 2454-4248 
Volume: 4 Issue: 1                                                                                                                                                                              78 – 84 

_______________________________________________________________________________________________ 

80 

IJFRCSCE | January 2018, Available @ http://www.ijfrcsce.org 

_______________________________________________________________________________________ 

usually defined as 10 to 20 times per second. After hitting and 

reflecting, bats transform their own pulse to useful information 

to gauge how far away the prey is. Bats are using wavelengths, 

that vary from range [0.7,17] mm or inbound frequencies 

[20,500] kHz. By implementation, pulse frequency and rate has 

to be defined. Pulse rate can be simply determined from range 0 

to 1, where 0 means there is no emission and by 1, bats are 

emitting maximum. Algorithm- 2 illustrate the basic bat 

algorithm.  

Initialization of the bat population is performed randomly. 

Generating the new solutions is performed by moving  virtual 

bats according the following equations:  

 Qi = Qmin + (Qmax − Qmin)β,   (3) 

 vi
t
 = vi

t−1
 + (xi

t−1
 − xbest )Qi ,   (4) 

 xt = xi
t−1

 + v
t
i     (5) 

 xt = x∗  + εA
t
i[2β−1]    (6) 

where xbest is the global best position among all bat  

particles, 2 [0, 1] is a random number, Qi is the frequency 0 ≤ 

Qmin ≤ Qmax ≤ 1. The rate of pulse emission ri increases and the 

loudness Ai decreases. Both characteristics imitate natural bats, 

where the rate of pulse emission increases and the loudness 

decreases when a bat finds a prey. Mathematically, these 

characteristics are  

captured with following equations:  

 Ai
t
 = αAi

t-1
;  ri

t
 = ri

0
[1 − exp(−γε)]  (7) 

Algorithm 2 Bat Algorithm  

1: Data:Initialize bat population, number of iterations,  and 

∀ ,bat: initialize position vector xi, frequency vector fi, 

loudness li, rate of emission ri 

2: Result: Global best position, fitness value 

3: While(number of iterations) do 

4:      ∀ , bat: Calculate fitness value and rank in increasing 

order 

5:     Generate new solutions by updating velocities and bat 

particles  using equations (1) to (3). 

6:     local search to find if any better WS exist for a task 

7:    If(rand ∈   (0,1) > ri) then 

8:        Select a solution among the best solutions 

9:        Generate a local solution around the best solution 

using equation (4). 

10:      Evaluate fitness of the updated bat position. 

11:    If(rand ∈   (0,1) <  Ai) and  

(fitnesscurrent< fitnessupdated) then 

        Bat position = updated bat position 

12:        Decrease Ai, increase ri  using equation (5). 

α, β, γ are constants. Actually, the α parameter plays a similar 

role as the cooling factor in simulated annealing algorithm that 

controls the convergence rate of this algorithm.  

E. Second Rank Selection Rule  

Most of the algorithm in soft computing are only refer to the 

global best. Some particle could be near to the second global 

best toward to the fitness threshold value, so to keep this 

randomness of the particle we focus on the second 

 global best that has rank-2. This algorithm is used for the 

particles local search. In this algorithm flipconstant is used to 

determine that positional update require for particle. flipconstant 

is similar to the mutation behavior in genetic algorithm (GA). 

We use value of flipconstant as 0.5, it could vary on different 

problem. Detail of second rank selection rule(SRS rule) is 

available in algorithm- 3.  

Algorithm 3 Second Rank Selection Rule  

1:Initialize flipconstant, set i = 1, n = total number of particles. 

2: While( i  ≤  n) do 

3:    Set α = random number (0,1) 

4:     If(α ≥  flipconstant) then 

5:         Set  β = random number (0,1) 

6:         update velocity 

               v
t
i = vi

t-1
 + (gBest2 - xi)* β 

            If (gBest2 ≥  xi) then 

               xi
t
 = xi

t-1
 + v

t
i  

           Else 

               xi
t
 = xi

t-1
 - v

t
i  

 

F. Position Search Algorithm  

Algorithm- 5 illustrate the position search algorithm(PS). 

Objective of this algorithm to minimize search domain of 

particles in BA and compute the effective job order to achieve 

efficient job completion time. This algorithm select the maxi- 

mum occurrence of job for each index and set the initial job 

order for SPV rule. For example consider that k = 4 and n = 10, 

where k is the total job lists, and n is total number of jobs.  

e.g. [2, 4, 1, 5, 7, ..., nth], [4, 2, 1, 6, 7, ..., nth], 

[2,3,1,5,9,...,nth],[2,9,8,6,3,...,nth]  

For index = 1, 2 repeated three times; index = 2, no job is 

repeated so leave Empty; index = 3, 1 is repeated three times; 

index = 4, 5 is repeated twice and 6 is repeated twice, then 

select last one i.e. 6; index = 5, 7 repeated twice and so on. Then 

finally job list becomes [2, , 1, 6, 7, ..., nth ]. 0 0 denotes the 

Empty job index. For empty space apply the bat particles to 

achieve efficient job completion time.  

SPV rule is applied to mapping between the particles and jobs, 

greedy method is used to compute the complete HFS  

 



International Journal on Future Revolution in Computer Science & Communication Engineering                                       ISSN: 2454-4248 
Volume: 4 Issue: 1                                                                                                                                                                              78 – 84 

_______________________________________________________________________________________________ 

81 

IJFRCSCE | January 2018, Available @ http://www.ijfrcsce.org 

_______________________________________________________________________________________ 

Algorithm 4 Position Search Algorithm  

1: Find the k job orders list, according to least job 

completion time. Find occurrence of job for each  

2: index and select maximum.  

3: if all jobs are distinct then  

4:       leave Empty that index  

5: if one job repeated in the list with different index 

then  

6:      if occurrence are same then  

7:             take first one and remove others as Empty  

8:         else  

9:               take maximum occur and remove others as 

Empty  

10: Set the job order direct to SPV rule and for empty 

job index re-apply the bat algorithm.  

 

 

schedule, SRS rule is applied for particle local search and 

particle update & find the job schedule BA and PSO applied. PS 

algorithm is used to improve the job completion time in BA and 

PSO.   

G. Complete Solution Representation SPV rule is applied for 

the discrete job order, greedy method used for the completion of 

job schedule, BA is applied for find out the new solution and for 

local search in particles we used SRS rule. Algorithm- 4 

illustrate the complete solution representation with our proposed 

improved BA. In case of PSO algorithm just need to change the 

BA velocity and particle update equation, but PSO algorithm 

need to store previous iteration data for calculating particle best 

position. Thus PSO takes more space and time compare to BA.  

ALGORITHMS 

Algorithm 5 Improved Bat Algorithm  

1: Initialize bat population, ∀ ,bat initialize position 

vector xi, frequency vector fi, loudness li, rate of 

emission ri.  

2: Set iteration t : 1 number of iterations T, x∗  Global 

best position: π1t , f itnessrepeatation : 0 and 

fitnessthreshold.  

3: while(t ≤ T) do  

4:       Apply SPV rule to ∀ , bat particles. 

5:       Apply greedy method to given discrete job or-  

der from SPV rule. Calculate fitness value and update x∗  

Global best position.  

6:       Generate new solutions by updating velocities and 

bat particles using equations (1) to (3).  

7:       For local search apply SRS Rule to update bat 

particles.  

8:      if (rand ∈  (0,1) < Ai) and (fitnesscurrent < 

fitnessupdated) then  

9:            Bat position = updated bat position  

10:          Decrease Ai, increase ri using equation (5).  

11:          if (fitnesscurrent = fitnessupdated) then         

12:                fitnessrepeatation = fitnessrepeatation + 1  

13:          else  

14:                  fitnessrepeatation = 0  

15:           if (fitnessrepeatation ≥ fitnessthreshold) then 

16:                  Break While loop  

17:       Set t = t + 1  

18: Calculate Computation Time required for t.  

 

III.COMPUTATIONAL EXPERIMENTS & RESULTS 

Here bat algorithm(BA), PSO algorithm(PSO), position search 

algorithm with BA(BA-PS) and PSO(PSO-PS) are successfully 

applied to HFS problem on 11 different type of datasets. Dataset 

is taken from the ”School of Business and Engineering Vaud, 

Switzerland” [12]. This experiment is repeated many times, 

calculated the average value of the outcomes and evaluated the 

below results. I have considered three parameters: job 

completion time (JCT), total iterations and total computation 

time(in seconds). Results are compared between BA and PSO 

Algorithm. This experiment is done on Python 2.7, Mac OS X 

10.12.6, Intel i5 processor, 8 GB DDR3 RAM. Different 

platform may give different results.  

 Deviation% = (faverage  - fminimum )*100 /  fminimum 

 

Fig. 3. Average Job Completion Time for BA and PSO  

Fig. 3 depicts the average job completion time(JCT) for BA, 

BA-PS, PSO and PSO-PS algorithms. X axis shows the 11 

different structures of the datasets, which is in the form of 

(nxSxm)wherenisthetotalnumberofjobs,Sistotal stages and m is 
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the machine in each stage. Graph shows that PS algorithm play 

a vital role to find JCT, thus BA-PS and PSO-PS always gives 

better results compare to BA and PSO. BA and PSO overall 

gives the same results. BA-PS fulfill the objective to minimize 

the job completion time very well.  

TABLE II. Average Job Completion Time & Deviation % 

 

Table II depicts the average value of job completion  time(JCT) 

and their deviation percentage for the algorithms. Deviation 

percentage is calculated by the equation 8. Table shows that 

deviation percentage of BA-PS and BA is almost same, PSO 

and PSO-PS deviation percentage is overall high than BA and 

BA-PS. Deviation percentage shows the average result varies 

from the minimum(lower bound). It does mean BA-PS gives 

better and stable results than other algorithms on the basis of 

JCT.  

 

Fig. 4. Average iterations & % deviation  

Fig. 4 depicts the average iteration require for all algo- rithms 

applied to HFS. X axis shows the 11 different structures of the 

datasets, which is in the form of (n x S x m) where n is the total 

number of jobs, S is total stages and m is the machine in each 

stage. Graph shows that overall the BA require less iteration to 

solve the problem compare to PSO algorithm. BA-PS and PSO-

PS takes more iterations than BA and PSO. Iterations are whole 

number but after averaging of the iterations it is assume as real 

number.  

 

Fig. 5. Average job completion time & % deviation 

TABLE III. Average Iterations & Deviation %  
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Table III depicts the average value of iterations and their 

deviation percentage for both of the algorithms. Table also 

shows that BA deviation percentage is less than the PSO 

deviation, BA-PS and PSO-PS deviation percentage are almost 

same. Which means that BA is almost stable compare to other 

algorithms in term of iteration requires.  

 

Fig. 5 depicts the average computation time in seconds require 

for all algorithms to solve the HFS problem. X axis shows the 

11 different structures of the datasets, which is in the form of (n 

x S x m) where n is the total number of jobs, S is total stages 

and m is the machine in each stage. Graph shows that overall 

the BA require less computation time to solve the problem 

compare to PSO algorithm. BA-PS and PSO-PS almost require 

almost same time.  

 

TABLE IV. Average Computation Time & Deviation % 

Table IV depicts the average value of computation time and 

their deviation percentage for the algorithms. Table also shows 

that BA deviation percentage is less than the PSO. Which means 

that BA is more stable than PSO algorithm in term of 

computation time. Deviation percentage of BA-PS and PSO-PS 

are almost equal.  

TABLE V. Comparative Analysis of Algorithms  

 JCT Iterations Time 

BA Average Very Good Very Good 

PSO Average Good Good 

BA-PS Very Good Average Average 

PSO-PS Good Average Average 

 

Other parameter outcomes could be considered on almost equal 

time, because difference among the time taken by the algorithm 

is in milliseconds which is negligible. 

Comparative analysis of BA, PSO, BA-PS and PSO- PS is 

discussed in table V.  

IV. CONCLUSION 

 In this paper, we encounter the HFS problem with the criteria of 

minimising the total completion time. An improved BA is 

proposed to solve this problem. For discrete job order and 

continuous property of the algorithms, a mapping rule using 

SPV rule. A greedy constructive method is developed for 

construct the cor- responding complete job schedule. SRS rule is 

applied to local search for the particles. Though the SPV and 

greedy method HFS problem can easily solved by any 

continuous soft computing algorithm. Overall the computation 

results show that BA has less time and space complexity, higher 

efficient, stable and robust than PSO algorithm. Position Search 

algorithm(PS) is used to reduce the particle search domain and 

to achieve efficient job completion time. With BA and PSO it 

gives better result than simple BA and PSO. To minimize job 

completion time, bat algorithm with position search 

algorithm(BA-PS) gives better results. Further research may be 

focused on the job-shop scheduling, open shop scheduling, for 

more complex HFS as each stages has two types of machines 

and machines eligibility criteria can be taken for development 

greedy method.  
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